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ABSTRACT

In this paper we study the problem of large-scale resource congestion from the control and regulation point of view. Applications and services running in large-scale shared infrastructures like Grids or PlanetLab have different resource usage profiles and different resource consumption strategies according to their specific requirements. However, users of these types of infrastructure tend to prefer a subset of available nodes to execute their tasks. As a result, this pattern of user behaviour usually leads to an unfair distribution of work between nodes — i.e. some nodes are highly loaded while the others remain almost idle. We find that most current research focuses on short-term and per-resource scheduling, and the issue of efficient resource allocation in the long term, and system wide, is not yet appropriately studied. Thus, there is a need for controlling, distributing and limiting the capacity of each participant to consume resources considering the state of the system as a whole. Our main contribution is the introduction of a novel macro-scheduling (long-term and system-wide) mechanism for resource capacity self-regulation in which virtual currency or money is used as a tool to govern resource and service usage in massively distributed settings, which are otherwise hard to control. We show by simulation that our approach successfully redistributes the load in a fair and economically efficient manner.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

The current and future Internet, as an open shared network and service infrastructure, is used by more people and more diverse applications every day. However, the growth in usage, capacity and diversity makes it increasingly difficult to provide users with sustainable, high-quality services.

In addition, shared computing infrastructures rely on the individual contributions of participants to create an infrastructure with enough power to run large-scale applications and services. A key characteristic of this type of shared infrastructure is its peer-to-peer nature, in which participants are both consumers and resource providers acting in their own interests. Examples include scientific collaboration grid networks [1,2] or network testbeds such as PlanetLab [3] or EmuLab [4].

To solve the resource allocation problem, traditional schedulers optimize usage, throughput or response time at a cost of centralizing components and compromising scalability. An opposite approach is to implement an economic solution in which computational markets give users control over the service levels they require in large-scale resource sharing. These economics-inspired systems have been shown to be a decentralized, scalable and efficient way of allocating resources according to user preferences.

However, the combination of resource-intensive applications and user preferences can lead to levels of demand that saturate the infrastructure, negatively affect other users or compromise the overall stability of the system. In addition, saturation usually affects only a subset of the infrastructure resources, known as hotspots, whereas the load remains low over the rest of the system.

In this paper, we present a set of mechanisms for self-regulation of resource and service exchange to ensure that work is distributed in a fair and stable way. Besides, current economics-inspired models focus only on short-term (i.e. micro-economic) interactions between participants, and the effects of long-term, system-wide (i.e. macro-economic) interactions have not yet been analysed in depth. Although economic scheduling is efficient regarding the
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social welfare of a system, it can also lead to system-wide performance penalties.

We stress the importance of introducing regulatory mechanisms for controlling and limiting user demand for shared resources. Consequently, our main contribution is the introduction of a novel mechanism for self-regulation of resource capacity based on virtual currency management. Besides, we show that our macroeconomic mechanism is a powerful tool that (i) provides users with incentives to distribute their tasks to prevent the emergence of hotspots in large-scale infrastructures and (ii) enables the redistribution of wealth to improve the social fairness of the system. Additionally, the money-based infrastructure introduces an economic incentive for enforcing regulatory standards to improve the overall governability and sustainability of the network.

The rest of this paper is organized as follows: In Section 2 we present the motivation and problem statement; in Section 3 we present related work on resource allocation mechanisms; in Sections 4 and 5 we describe the system model and present our regulatory mechanism; in Section 6 we analyse the simulation results; in Sections 7 and 8 we conclude the study by discussing the applicability of our solution and proposing areas for future work.

2. Motivation and problem statement

Free access and unrestricted demand for finite resources ultimately leads to over-exploitation and degrades quality of service (QoS). This problem arises because the benefits of exploitation are received by individuals – each of whom is determined to maximize their use of the resource – whereas the costs of the exploitation are distributed between all of those who have access to the resource. This, in turn, increases demand for the resource to such an extent that the resource is exhausted and becomes useless. This is a clear example of the well-known problem tragedy of the commons [5] or free-riding.

As a motivation, in this section we analyse a reference system like PlanetLab using data from CoMon, a monitoring infrastructure for PlanetLab [6]. We measured PlanetLab usage over a one-month period, restricting our study to available nodes (i.e. nodes to which users actually had access) and discarding those nodes that were inoperable due to maintenance work, network connectivity problems, or for other reasons.

Fig. 1(a) shows the load quartiles (first, second and third quartiles) during the measurement period for all working nodes in PlanetLab. Despite daily variations, the nodes appear to be very highly loaded: the mean for each day is over 3, which is considered to be overloaded [7]. This is not necessarily a problem, since it is a sign of the usefulness of the infrastructure for the users. However, Fig. 1(b) shows that almost 50% of nodes are persistently overloaded whereas the others are underloaded. The overloaded nodes provide lower QoS to applications, whereas the other nodes are mainly idle. In Fig. 1(c), we can see that the distribution has a positive skew, which indicates that the mass of the distribution is unbalanced.

If we consider a reasonable scenario in which tasks are distributed uniformly among resources, the load distribution (i.e. the number of tasks running on a given resource) should follow a normal distribution, with low variance and a skew value close to zero, which indicates that most of the nodes support the same workload. We assume that our target load distribution should be similar to a normal distribution because if tasks are distributed randomly among resources following an unbiased and uniform distribution, all resources are treated equally. Therefore, according to the law of large numbers, if there are a large number of resources, the sum of independent identically variables (the sum of tasks on a resource equals the load) constitutes a normal distribution.

The presence of overloaded nodes is a result of correlated user preferences (i.e. users tend to prefer similar nodes in terms of reputation or technical characteristics) and the lack of incentives to behave considerately in these types of collaborative environment.

Even if micro-economic schedulers are used, the correlated preferences could lead to overloading certain nodes with higher preference weights. However, the higher revenue generated by these overloaded nodes leads to an unfair distribution of wealth among participants.

This scenario is very similar in real-world economies, where wealth is distributed following a Pareto distribution (i.e. a "long-tail" distribution). Although a Pareto wealth distribution is not inherently unhealthy, a fair distribution of wealth (in open testbed infrastructures like PlanetLab) would be one that gives researchers the same chance to test their proposals in similar conditions, regardless of their actual incomes.

To address the unbalanced load between nodes and the unfair wealth distribution between users, we propose a macroeconomic approach (i.e. a long-term, system-wide strategy) based on regulation through virtual currency management, which can be viewed as a capacity management mechanism, that gives resource providers and consumers incentives to redistribute the load in large-scale shared infrastructures to prevent congestion on hotspot nodes and to distribute wealth equitably – i.e. accommodate user demand in a more reasonable scenario (see Fig. 1(b)).

Our solution is based on automatically detecting and forcing the redistribution of tasks by taxing resource prices until we reach a reasonable distribution of work.

3. Related work

In this section we present related resource allocation studies in which both economic and non-economic mechanisms are used.

Studies which do not consider economic concepts analyse the resource allocation as a scheduling problem (see the survey by Pinedo [8]). These proposals range from simple, centralized scheduling algorithms like First Come First Serve (FCFS), to Shortest Job First (SJF), which provides efficient allocations but does not take into account the different values of the users’ tasks.

On the other hand, extensive research has also been carried out into the application of economic models to resource allocation in large-scale shared infrastructures. Computational markets have been shown to allocate resources efficiently in a decentralized way in the presence of selfish utility-optimizing resource consumers and selfish profit-optimizing resource providers. Shirako [9] is a toolkit for building utility services for dynamic on-demand sharing of networked resources through programmatic interfaces. Shirako is based on a common, extensible resource leasing abstraction [10] similar to those used in the allocation of airline seats. It combines elements of lifetime management and mutual exclusion. Although Shirako mainly uses flexible mechanisms for trading resources between clients through a series of leases, there is no regulation mechanism between resource brokers, which can lead to over-provisioning of resources. Consequently, negotiated service level agreements (SLAs) might be broken and the infrastructure, or a subset of it, may suffer congestion.

Bellagio [11] is a market-based resource allocation system for federated and multitenanted infrastructures like PlanetLab. The Bellagio architecture is based on a centralized auctioneer which allocates resources periodically and determines the corresponding user payments. Users specify resources of interest by bidding in a combinatorial auction [12]. The amount of virtual currency owned by a site is determined directly by the central authority, which establishes the share of virtual currency assigned to each site. Although the final allocation is proportional to the bids advertised by users, Bellagio does not provide software agents that can
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act on behalf of their users to maximize their utility; consequently, the system can be sub-optimal, because human users may not behave in an economically rational way under certain circumstances.

Buyya et al. developed Nimrod-G [13], a resource broker that supports deadline and budget constrained scheduling algorithms [14] for task-intensive applications in clusters. However, their algorithms are only designed to make efficient local resource allocations between competing users, and do not establish a coordination between schedulers or fully analyse the long-term effect of their algorithms on the overall infrastructure. Also, studies of double auctions (see the survey by Friedman [15]) or combinatorial auctions (see the survey by De Vries [16]) allocate users to resources on the basis of short-term economic efficiency and do not take into account infrastructure-wide metrics such as the distribution of work among resources.

Finally, Tycoon [17] is a distributed market-based resource allocation system in which every node in the system runs an independent auction for its local resources. Auctioneers conduct a proportional share-based auction in which users receive a proportional amount of a single resource (virtualized CPU and memory) determined by the size of the bids made by all users for the same resource. Users are assigned a fixed amount of currency to spend over time to allocate their tasks. Although this model is similar to the one presented in Section 4, it does not consider system-wide metrics associated with correlated resource preferences—e.g. the uneven distribution of work among nodes. In addition, the Tycoon model considers symmetric systems in which all users have the same budget, whereas our model takes into account the behaviour of the system in the presence of variable budget constraints between participants.

We believe that most current research focuses on the short-term allocation and maximization of user utility and does not address the behaviour and health of the system as a whole or system-wide metrics like the distribution of work load, the proportionality between consumption and contribution, or the impact of different budget constraints on user utility.

4. System model

Our solution is designed for a system consisting of an arbitrary large set of nodes (physical or virtual machines) at diverse locations which communicate via message passing over a network such as the Internet. The system is dynamic in the sense that nodes and networks can be added or removed and can degrade (overload) or fail at any time. The nodes are resources owned by different organizations and, although there are common protocols and rules, there is no need for a central executive authority to carry out the day-to-day management of the system. Each organization can freely determine the number of resources it contributes to (or shares with) the system beyond a specified minimum. Participants in the system are human users (or software agents participating on their behalf) who usually belong to a single organization and execute their tasks across a subset of available nodes (see Fig. 2(b)).

In view of the above scenario and the benefits of market-based resource allocation in decentralizing resource scheduling in a end-to-end way, the system requires a short-term micro-economic resource allocation foundation to enable users to express their preferences as prices. Extensive research has been carried out in this field. The most popular approach is to use some form of auction to extract the market price directly from the users’ bids, for example an English auction, a Dutch auction, a double auction or combinatorial auction [18,15,16,19]. The main drawbacks of auction-based systems are that the response time is slow (bidders have to wait for auction clearing) and they are unsuitable for divisible resources because of the complexity involved in determining the most efficient way to divide a resource.

4.1. Proportional share allocation

The simplest and most appealing mechanism for shared divisible resources is to use proportional share auctions, which have already been proposed for OS process scheduling [20], I/O disk scheduling [21] or task scheduling in grid environments [22]. In this case, allocations are proportional to the consumer’s weight...
(or preference for a resource) and inversely proportional to the sum of all other users’ weights for the same resource. Therefore, we base the mode for our system on the price-anticipating mechanism proposed in [23], in which each user submits a bid for resources and the price of the machine is determined by the total bids submitted. More formally, the price of resource \( j \) is set to \( \rho_j = \sum_{i=1}^{k} x_{ij} \), where \( k \) is the number of bids on resource \( j \) and \( x_{ij} \) is a non-negative user’s \( i \) bid for resource \( j \). Following the proportional share allocation mechanism, user \( i \) receives a fraction \( r_{ij} = \frac{x_{ij}}{\rho_j} \) of resource \( j \).

A game theory analysis of the aforementioned price-anticipating mechanism can also be found in [23]. Feldman et al. propose an algorithm for finding the best response of an agent to the system. Given a fixed budget \( X \) and a pool \( R \) of divisible resources, the algorithm finds the distribution of bids across resources that yields the highest utility for an individual player \( i \) by solving the following optimization problem:

\[
\text{maximize } U_i \left( \sum_{j=1}^{m} x_{ij} \right) \quad \text{subject to} \quad \sum_{j=1}^{m} x_{ij} = X \quad \text{and} \quad x_{ij} \geq 0.
\]

The computational cost of the optimization algorithm is \( \theta(n \log n) \), which is acceptable considering the computational power of current hardware and the input size of the problem. Finally, Feldman et al. show that there is always a Nash equilibrium when the players’ utility functions are strongly competitive, i.e. when there are at least two users competing for each resource, which is a reasonable assumption in systems like PlanetLab. They also show that the Nash equilibrium resulting from the best response dynamics is efficient and fair.

4.2. Metrics

The utility of each user \( i \) is represented by a function \( U_i \) of the shares obtained by the user from each machine. An important issue in representing utility is the notion of preference for resources, since each user could have a different preference for the same machine. Consequently, we consider a linear utility function \( U_i(f_1, \ldots, f_m) = \sum_{j=1}^{m} w_{ij} f_j \) where \( w_{ij} \) is the private preference of user \( i \) for resource \( j \). This utility function is suitable for heterogeneous environments in which resources are valued differently by each participant.

To study the behaviour of our proposed mechanism, we consider the following metrics.

- Load uniformity and dispersion: The load distribution is an interesting metric for measuring the overall health of the system in terms of congestion. In this model we assume that if users are willing to spend virtual money on a resource, they will eventually execute a process. Therefore, we consider the load \( L \) on a resource to be the number of positive bids on that resource. To measure the distribution of load among nodes, we define two different metrics. Firstly, the load uniformity is represented by \( \frac{\min L}{\max L} \), which is the ratio between the minimum and maximum loads. The higher the ratio, the greater the distribution of the load among resources, since each resource supports a similar workload. Secondly, we measure the dispersion of the load as the standard deviation \( \sigma \) of the node loads.

- Efficiency (price of anarchy): For an allocation scheme \( \omega \) at equilibrium, the efficiency is computed as \( \pi(\omega) = \frac{U(\omega)}{U(\text{opt})} \), where \( U(\omega) = \sum_{i=1}^{n} U_i(\omega) \) and \( U^* = \max U(\omega) \). In our case, it is easy to compute the social optimum \( U^* \) because it is achieved when we allocate a whole node to the user with the highest preference weight on that node. Thus, it represents the loss in efficiency as a result of user’s selfishness and decentralization.

- Fairness (uniformity, envy-freeness): To represent the fairness of our system, we consider two different metrics: utility uniformity and envy-freeness. Utility uniformity is represented by \( \nu(\omega) = \frac{\min U_i(\omega)}{\max U_i(\omega)} \), which is the ratio between the minimum and maximum utilities. The higher the ratio, the fairer the mechanisms, since users obtain similar utility from the system. Another way to measure the fairness of an allocation in Economics is to determine the envy-freeness [24], which is represented by \( \rho(\omega) = \min \left( \min_{i} \left( \frac{U_i(\omega)}{U_i(\text{opt})} \right) \right) \), where \( U_i(\omega) \) is the utility of user \( i \) and \( U_i(\text{opt}) \) is the utility that user \( i \) would have if it was allocated the resource shares of user \( j \). In other words, envy is related to user \( i \)’s perception of its own allocation with respect to those received by the other users.

An economically healthy resource allocation scheme should enforce a Nash equilibrium with high efficiency and high fairness. We also aim to guarantee high load uniformity and low dispersion, to distribute the load evenly while maintaining the high efficiency and fairness produced by the proportional share model.


As explained in Section 2, the main problem is the unfair distribution of tasks among nodes in heavily loaded systems. As in the real economy, free-market mechanisms sometimes fail to address such problems and central governments impose restrictions (regulations) on the system that are designed to act as incentives to
behave in a certain way. The existence of a central authority with a degree of global and aggregated knowledge of the system does not necessarily restrict its scalability, as discussed in Section 7.

We propose a self-managed regulatory body (i.e. a virtual bank or Currency Management System (CMS)) which manages through simple policies the virtual currency used by participants to bid for resources. The CMS has a two-fold aim: (i) to limit the amount of currency each user can spend on resources, thereby restricting their long-term purchasing power; and (ii) to introduce long-term, system-wide macro-economic policies that act as a self-regulation mechanism by taxing resource prices according specified policies and redistributing wealth (virtual currency) among participants to improve the overall fairness of the system.

Resource taxation (following specified policies) increases prices and encourages users to bid for alternative resources. For example, one policy would be to improve availability by imposing taxes on those resources with low availability; consequently, resources with low availability would generate less revenue because users would tend to change their bids to resources with lower taxes, which would, in turn, provide an incentive to improve the availability of resources. Similarly, another policy would be to tax over-loaded nodes to attenuate hotspots.

It is important to note the difference between: (i) the resource price which represents the cost required to gain possession of a resource considering user’s preferences and competition; and (ii) the tax price, determined dynamically by our mechanism as a means for solving the uneven distribution of work, similar to other taxes on consumption such as value-added tax (VAT). The former is a micro-economic mechanism for the regulation of access to resources and the latter is a macro-economic mechanism which introduces a correcting factor based on an observed effect seen at macroscopic level (uneven distribution of work among congested resources).

The architecture of our proposal is shown in Fig. 2(a). The CMS gathers system-wide and aggregated statistics from the monitoring infrastructure, such as average load and its dispersion, the effective contribution and consumption of users, etc. After a certain period of time, or epoch, the CMS uses predefined policies to determine the appropriate taxes on each resource (a factor to be applied on the price). During the epoch, users can freely evaluate their needs and spend their budgets according to their own strategies, without any other external restriction. Once the taxes have been determined, the price of resource $j$ is computed according to Eq. (2), where $k$ is the number of bids on resource $j$, $b_i$ is the bid of consumer $i$ and $\tau_j \in [-1, \infty) \subset \mathbb{R}$ is the tax applied by the CMS to resource $j$.

$$Y_j = \sum_{i=1}^{k} b_i (1 + \tau_j). \quad (2)$$

Since the aim of our proposal is to redistribute the load as evenly as possible, we impose a higher tax on resources with higher loads, which increases the price and encourages participants to use spare resource instead (those with a lower tax and, consequently, a lower price).

The CMS does not know the users’ preferences in advance, so it cannot anticipate user behaviour in response to a specific set of taxes. We therefore use a heuristic based on the ratio between the load and the target load to move towards the set of target taxes under which the load is distributed equally among all nodes (e.g. the load dispersion is minimal).

Algorithm 1 shows the procedure for determining the tax to apply during the next epoch. The tax does not jump straight to the target value but instead moves towards it at a rate determined by a learning rule, which prevents oscillations and produces a smooth approximation to the target value. The learning rule used is the Widrow–Hoff rule, which is a well-known learning mechanism used for back-propagation in neural networks [25] and used to move towards the target price in different economic agents [26].

It contains a parameter $\beta$ (learning rate) that represents the speed with which the adjustment takes place.

Therefore, once the CMS has gathered information about the load and the current tax for each resource, it computes the uniformity metric to determine the current load dispersion in the system and adjusts the learning rate of the algorithm: a lower learning rate is used at higher uniformity to produce a smooth approximation to the target load. The CMS then applies the heuristic described above to the current tax to determine the new tax to apply to each resource.

Algorithm 1 Pricing tax regulation algorithm

1. **Require:** $\tau \leftarrow$ target load
2. **Require:** $S \leftarrow \{\forall j \in R(\text{load}_j, \text{tax}_j)\}$ // Set of resource info
3. **uniformity** $\leftarrow \min_{\text{load}_j} \frac{\text{load}_j}{\max_{\text{load}_j}}$
4. $\beta \leftarrow 1.0 - \text{uniformity}$
5. **for all** $(\text{load}_j, \text{tax}_j) \in S$ **do**
6. $\Delta_{\text{tax}, j} \leftarrow \frac{\text{load}_j}{\tau} \times \beta$
7. $\text{tax}_j^{t+1} \leftarrow \text{tax}_j^t + \Delta_{\text{tax}, j}$
8. **end for**

6. Performance analysis

We use simulations to evaluate the long-term impact of our system. To determine the effectiveness of our regulatory mechanism in improving the load distribution in comparison with the free-market (unregulated) scenario, we compare the best-response dynamics from the game theory analysis of the price-anticipating model (Section 4) with the best response dynamics under our regulatory mechanism (Section 5).

**Method.** The set-up of the simulations consists in fixing the number of resources $m$ to 100 and varying the number of users $n$ (from 10 to 200) to assess the scalability of the solution as more users (and, therefore, more load) are added to the system. We do not present the results for a variable number of resources because the simulations showed that different executions with the same ratio of resources to users produce similar results. The best-response algorithm is updated after each time step (1 simulated minute) and the epoch (at the end of which the tax regulation algorithm is executed) is defined as 60 time steps (1 simulated hour).

**User preferences.** Some nodes are persistently more loaded than others (see Fig. 1(b)) due to correlations of user preferences. To capture these correlations, we experiment with the following user preference model. For each user, we create a list of weights that are independently and identically distributed according to a uniform distribution $U \sim (0, 1)$. Next, we arrange the list in descending order to create a user’s preference weight on resources so that $p_1 = (p_1, \ldots, p_{10})$. $p_i$ represents user $i$’s weight on resource $j$ and $p_{10} > p_{(i+1)}$. We then normalize the expression so that $\sum_{j=0}^{m} W_j = 1$. Consequently, we expect to have a high load on the first resources and a lower load as the weights decrease.

Note that we only consider positive weights on resources, so every user obtains a certain positive utility from each resource. If we had included resources with weights equal to zero, those users following the best-response algorithm would not have bid on these resources because the utility provided is also zero. In practical terms, this means that those resources with a weight equal to zero are not available. Therefore, and with no loss of generality, we only consider available nodes in our simulations.

**Convergence criteria and results.** The convergence time is a measure of the speed with which the system reaches an equilibrium. As in [23], the price-anticipating system converges to a Nash equilibrium when the difference in the best-response utility between two time steps is less than $\epsilon$ (0.001 in our experiments). However,
when we apply our regulatory mechanism, we change the environment (i.e. the prices of resources) at the end of each epoch, and each epoch evolves iteratively to a different Nash equilibrium. Therefore, we consider that our tax regulation mechanism has converged when the value of $\Delta_{\text{max}}$ (see Algorithm 1) is less than $\delta$ (0.1 in our simulations). The results presented in these sections are taken when the system has converged.

The simulation results show that the best-response dynamics converge after 5 iterations (5 simulated minutes), as in [23], whereas our regulatory mechanism converges in a range of 3–5 epochs (3–5 simulated hours). This shows that, although our mechanism is designed to be executed in a long-term time window, it is also able to converge in few iterations. Therefore, this mechanism can be executed frequently (i.e. using short epochs) when the load conditions are dynamic but the epoch can be longer when the load conditions are in a steady state.

**Load uniformity and dispersion.** The effectiveness of our proposal is based on distributing the load effectively among resources. We measure the load uniformity and its dispersion for the price-anticipating model and the regulatory mechanism, once they have converged. As shown in Fig. 3(a), the price-anticipating mechanism produces low load uniformity because users tend to bid for their preferred resources, which creates a large difference between the maximum and minimum loads. However, under our tax regulation mechanism, when the CMS detects that there is a subset of heavily loaded nodes and it begins to increase the corresponding tax (and, therefore, the price), users following the best-response algorithm tend to distribute their bids to cheaper (less loaded) resources to maintain as high a utility as possible. Our results show that the system encourages users to redistribute the load more evenly (similar load on nodes) regardless of the number of users.

Similarly, Fig. 3(b) shows the dispersion of the statistical variable load $L(\mu(L) \pm \sigma(L))$ in the system. As the number of users increases, the load on the system also increases. However, without tax regulation the dispersion is higher and increases with the number of users. Conversely, when taxes are applied the dispersion is maintained at similar values, which demonstrates that our proposal is scalable independently of the number of users.

Fig. 4(a) shows the empirical CDF of the load distribution for a simulation with 100 resources and 100 users. We can see that load is highly dispersed without regulation; approximately 50% of the resources are loaded, at levels above the mean load (360 users bidding on them). However, when our regulatory mechanism is applied, the load distribution is centered at the target load (the mean load in our simulations) and the CDF shows that the variance is very low, because the load values of each resource fall within a small range (between 55 and 65).

Specifically, Fig. 4(b) shows that the standard deviation is very high when no regulations are enforced. However, under regulation, the average load remains similar but the standard deviation and skewness decrease. The Kolmogorov–Smirnov normality test for the global regulation case shows a significance value of 0.232 given the assumed significance level of 0.05, so normality cannot be ruled out. The normality assumption is also supported by the normal Q–Q plot in Fig. 4(c). The results show that our mechanism provides users with an incentive to redistribute their workloads evenly and ensures a reasonable distribution of work among resources.

Importantly, the behaviour of the price-anticipating algorithm (without regulation) is similar to the high load variance illustrated in Fig. 1(b) and (c) in Section 2, which shows the relationship between our simulations and real observed results from PlanetLab. These results clearly demonstrate that our regulatory mechanism redistributes the load among nodes and achieves a similar distribution to our target distribution, where the load is centered at the mean and shows low dispersion.

**Efficiency (price of anarchy).** Fig. 4(d) shows the efficiency as a function of the number of users. The efficiency achieved by the price-anticipating algorithm is very high (approximately 0.95) and the tax regulation mechanism does not lower the efficiency, irrespective of the number of users in the system; in other words, the system provides users with the same level of efficiency but the load is effectively redistributed to prevent hotspots.

**Fairness (uniformity, envy-freeness).** Fig. 5(a) shows the utility uniformity as a function of users for the correlated preferences presented above. Our regulatory mechanism achieves high utility uniformity (>0.8, all users obtain similar utility from the system), although with a small amount of uniformity lost in comparison with the price-anticipating simulation (approximately 15%, taking the highest difference). This is because, once our regulatory mechanism has been applied, those users bidding on the nodes with the highest preference weights obtain higher utility than those bidding on the less preferred nodes, as the load is similar for every node. However, user’s perception is no longer envy-free, because agents who eventually bid on the nodes with the lowest preference weights (due to the increase in price on loaded nodes) would be happier with the allocation obtained by the users who bid on the more preferred nodes. Nevertheless, the envy-freeness index is still very high (>0.7) compared to the social optimum, which illustrates the trade-off between maintaining a highly efficient system, redistributing the load among nodes, and maintaining a high level of fairness.

**Impact of users’ preferences on utility.** Finally, we compare the behaviour of our system without regulation – Fig. 6(a), (c) – and the system with regulation – Fig. 6(b), (d). Specifically, we compare the ratio of fitness\(^5\) to revenue from the point of view of the resource
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\(^5\) The fitness of a resource is defined as the sum of weights of all users on that resource $\omega(i) = \sum_{j} w_{ij}$, where $k$ is the number of users and $w_{ij}$ is the weight of user $i$ on resource $j$. Please cite this article in press as: X. León, et al., Using economic regulation to prevent resource congestion in large-scale shared infrastructures, Future Generation Computer Systems (2009), doi:10.1016/j.future.2009.11.004
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Fig. 3. (a) Load uniformity and (b) load dispersion.
Fitness and revenue show an almost linear relationship in the unregulated system. Consequently, the higher the preference weight of a resource, the more revenue it will generate, although it will also be affected by higher load (a resource obtains more virtual currency as more users bid on it). However, when regulations are enforced, the revenue generated by approximately 80% of resource providers is very similar (between 0.4 and 0.6 of normalized revenue), which means that wealth is distributed more evenly among organizations following application of regulatory taxes. This percentage represents those users “protected” by the control mechanism. However, those resources with higher fitness will still generate higher revenue because they attract higher user preference. This proves that our regulation system prevents the emergence of strong organizations (monopoly) that could dominate the resource market. As in real welfare states, those people with higher incomes are somehow “penalized” with higher taxes to increase the overall social welfare and the fairness of the state.

Because our model is decentralized (the revenue generated by a resource is spent by users belonging to the corresponding organization to obtain resources outside the organization), we can see that the revenue generated by resources (i.e. the budget from the user’s point of view) is translated into higher utility as more budget becomes available. This is true for simulations with and without regulation; the only difference is that wealth is distributed more equitably when regulations are enforced and, therefore, there is a cluster of users with similar utilities (i.e. utilities are less dispersed when regulatory policies are applied).

7. Discussion

In this section, we discuss how our proposal could be integrated into a planetary-scale distributed system like PlanetLab to solve the problems explained in Section 2. Firstly, our regulatory mechanism (CMS) must be scalable to cope with large numbers of resources and users. Instead of a centralized solution like GridBank [27] or Tycoon Bank [17], which are susceptible to scalability problems, we have designed a prototype [28] on top of a structured peer-to-peer overlay similar to Chord [29], which enforces and manages a virtual currency account for each user in a scalable and efficient way.
In our proposal, the load derived from managing the users’ virtual accounts is distributed among the set of nodes that make up the distributed hash table (DHT). In addition, our algorithm for calculating taxes can be executed independently by each node because it only needs information about the target load – which is not expected to change very frequently – and the load of the resources the node is responsible for managing (i.e. the resource’s account is mapped to that node).

The system-wide information that the CMS uses to apply its policies – e.g. average load, effective consumption and contribution, availability, etc. – can easily be computed from the data already provided by PlanetLab’s monitoring infrastructure CoMon [6], so no additional overhead is generated. Other information systems with higher scalability based on structured overlays, such as MIS [30], or discovery systems like SWORD [31], could also be used. In addition, we do not require instant information, which could be impossible to obtain in planetary-scale systems, but instead use aggregated information for relatively long windows, in the order of hours, days or weeks depending on the system dynamics.

Finally, we discuss how our model could be integrated into the PlanetLab environment. PlanetLab’s architecture and design allows the existence of resource allocation and brokering services through resource loans. Thus, a privileged slice (i.e. a service executing across several nodes with a specific share of reserved resources) might lend a subset of a node (e.g. a percentage of CPU or bandwidth) to other slices in exchange for a reward, in this case virtual money. The privileged slice would be responsible for executing and managing the proportional share mechanism explained in this paper, thereby allowing PlanetLab users to bid for a specific resource. It would also be responsible for applying the appropriate taxes to the resources price. Next, the privileged slice would transfer the actual payment from the user’s account to the resource owner’s account through our CMS. The specific details and exact implementation of the protocol are beyond the scope of this paper and will be covered in future work.

8. Conclusions

Large-scale shared and open infrastructures are based on resource contribution by organizations and are suitable for deploying planetary-scale public services and applications. Due to their diverse aims, these applications may have different, complex and often conflicting strategies. Without scalable and decentralized resource allocation, incentives and self-regulation mechanisms, these types of system can suffer from resource overloading and congestion, which reduce the QoS offered to users.

In this paper we have presented a mechanism in which virtual currency is used to give resource providers an incentive to work collaboratively and contribute to the efficient operation of the shared infrastructure. Currency management is also an incentive for consumers to use resources efficiently and a regulatory mechanism to ensure that they behave under certain rules designed to guarantee fairer access to the resources. Currency management limits the resource capacity to which each user is entitled and taxes resource prices according to a series of specific rules. Specifically, we present in this paper a regulatory policy for distributing work evenly between resources and preventing hotspots.

Simulations showed that our system provides a high level of efficiency in the presence of self-interested participants and decreases the load dispersion between nodes. In addition, the system offers a fair volume of resources (utility) according to the virtual currency owned by each organization, even under high-demand conditions.

Finally, we discussed how our proposal could be applied to a large-scale experimental facility such as PlanetLab at low cost and using existing tools and services. We considered the architecture and implementation of the PlanetLab testbed and explained how our solution could be successfully integrated.

In future research, we will conduct and in-depth analysis of the problems found in shared-resource infrastructures to determine how best to apply our approach and validate it as an extensible
solution to other system-wide problems. The federation of different public infrastructures remains a current popular area of research [32–34], and the ways in which a variety of resource markets from such federated infrastructures with different regulation policies might interact — e.g. through the exchange of virtual currency — is an important area for future work.

Acknowledgements

This work is being supported by the Universitat Politècnica de Catalunya (UPC) and partially supported by the Spanish Government through the P2PLGRID project under contract TIN2007-68050-C03-01 and by the HSNLab, Department of Telecommunications and Media Informatics (BME).

References


Xavier León is a Ph.D. student and a researcher at the Technical University of Catalonia (UPC). His research interests include computer networks, complex systems and self-organization of distributed and decentralized peer-to-peer systems through economics-based mechanisms. He received his M.Sc. in Computer Architecture, Networks and Systems from the Technical University of Catalonia. Contact him at xleo@ac.upc.edu.

Tuan Anh Trinh received his M.Sc. and Ph.D. degrees in Electrical Engineering from the University of Technology and Economics, Budapest, Hungary, in 2000 and 2005, respectively. Currently, he is the research leader of Network Economics Group (http://netecon_group.tmit.bme.hu/) at HSNLab, Budapest University of Technology and Economics, Hungary. His research interests include socio-economic issues and performance evaluation of communication networks.

Leandro Navarro is an assistant professor at the Technical University of Catalonia. His research interests include the organization and coordination of peer-to-peer grids and economics-inspired resource-allocation mechanisms. Navarro has a Ph.D. in telecon from the Technical University of Catalonia. He is a member of the IEEE, the ACM, IFIP, the Association for Progressive Communications, and Computer Professionals for Social Responsibility (CPSR). Contact him at leandro@ac.upc.edu.