Reducing data access latency in SDSM systems using runtime optimizations
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Abstract

Software Distributed Shared Memory (SDSM) systems offer a convenient way to run applications developed for shared memory systems on distributed systems with no changes to them. However, since SDSM systems add an extra layer of abstraction to the memory hierarchy, applications may suffer performance problems when running on top of them.

Our main research interest is to develop a set of compiler and runtime system techniques that widen the range of applications that can efficiently run on SDSM systems. Currently we are targeting OpenMP applications due to the ease of use this programming model provides.

In this paper we show the performance of a set of regular applications that perform well on our SDSM system. They were adapted from OpenCL codes provided by ATI, and re-written in OpenMP. When trying to exploit more complex applications with different data access patterns, we find more difficulties from a DSM system. As an example, we show the performance evaluation of the NAS MG benchmark, and two techniques we have developed to improve its data locality.

Our SDSM infrastructure is composed of NanosDSM, an everything-shared SDSM developed at the Technical University of Catalonia (UPC) and the Barcelona Supercomputing Center (BSC), and the IBM XL SMP Runtime to allow the execution of the OpenMP applications.
1 Introduction

Cluster systems have become an important platform for high performance computing, currently being the most widely used systems where large computation power is needed.

However, in order to fully get the benefits of distributed memory systems, a message passing programming model is required to fully exploit the parallelism that they offer.

Message passing programming models have a major drawback when compared to shared memory programming models - they add the burden of having to explicitly program the data movement between processors. This usually means having to rethink the whole application structure.

In contrast, shared memory programming models offer a friendlier programming model than the message passing model. In the case of OpenMP [6], applications can be easily parallelized by adding a few directives to the original code. Since it is an standard, currently most commercial compilers support OpenMP, making it very appealing as a parallel programming model.

Due to the advantages of OpenMP versus message passing paradigms, the possibility of running OpenMP applications on clusters has always been interesting. One of the ideas to achieve this, is having a software system that emulates a virtual address space distributed across different machines.

But the big disadvantage of this kind of systems is the overhead caused by this extra layer of virtualization, which limits the set of applications that can be efficiently run on top of such environments.

The main contribution of this paper is a set of techniques that allow applications to achieve better performance when running on SDSM systems. This has been the result of a project between the Universitat Politècnica de Catalunya and the IBM Toronto Laboratory that aims to run OpenMP applications efficiently using NanosDSM, our SDSM system, and the XL SMP runtime.

We have used several applications to measure the performance of our SDSM. The set of applications includes a Matrix Multiply, several OpenCL applications that have been ported to OpenMP and the MG from the NAS Parallel Benchmarks. These applications show different behaviors when running on our SDSM and thus offer a good insight into the benefits and problems of such systems.

With all the experience obtained from studying these applications we have developed two runtime optimizations that improve the locality of memory accesses when running on our SDSM system. These optimizations have been developed using the NAS MG benchmark as a study case, because MG was the application which had more problems when running on our system.

The rest of the paper is organized as follows: in section 2 we take a look at related work on SDSM systems. In section 3 we describe some features of the SDSM system that we have used in our project, NanosDSM. In section 4 we show how the integration of NanosDSM and the XL runtime has been possible. Section 5 discusses the experiences we found when running applications with our system. In section 6 we comment the techniques that have been developed to improve the performance of the NAS MG benchmark while running on our SDSM environment. In section 7 we describe the analysis done to evaluate the current performance of the system. Sections 8 and 9 conclude this paper, and present the future work.

2 Related work on SDSMs

There have been many research projects on SDSM systems, many of them being oriented to support OpenMP applications.

Usually, the main trend followed when designing a SDSM system is taking advantage of the relaxed consistency of the OpenMP memory model. This model specifies that the whole memory is shared, but write operations to memory are not required to be finished while execution continues, synchronization points define when the main memory is required to be up to date. The OpenMP flush directive serves as an explicit memory synchronization point, meaning that every memory operation issued before a flush has to be visible to all threads after the execution of that flush; memory operations after a flush are not allowed to start
until it completes. This relaxed consistency has been believed to be needed in order to achieve a good performance in SDSM systems, thus many SDSM projects have implemented such memory model.

Another typical feature that has been implemented is limiting the shared memory area to a zone specified by the user. In addition, dynamic memory allocation in shared areas can not be done using the standard malloc or free calls, so new routines are needed to replace them in cases where dynamic memory is required to be shared. When using OpenMP, new directives might be needed to overcome this limitation. This might involve making changes in the source code of the parallel applications and extra effort by the compiler to support the new directives and features.

JIAJIA [12] is an example of SDSM system that uses a lock-based protocol for scope consistency, but it does not have explicit OpenMP support. HAP [8] is another SDSM that relaxes the memory model by using a Lazy Release Consistency. Brazos [5] also uses a scope consistency memory model and supports multithreading to take advantage of SMP servers.

SDSMs that have been designed to run OpenMP applications include the OpenMP translator [13], the SCASH system [9] and ParADE [14]. The OpenMP translator allows applications to run applications on top of TreadMarks [3], its main task is dealing with the limitations that the TreadMarks system has due to his implementation (limited shared area and relaxed consistency). The SCASH system uses a release consistency memory model with a multiple writers protocol to avoid false sharing, it requires the Omni compiler [10] to transform the applications to run on it. ParADE also uses the Omni compiler to run OpenMP applications, it is based on a lazy release consistency memory model with home migration and uses MPI as a communication system. Also, Intel has included SDSM support for OpenMP in its compiler suite. The runtime, called Cluster OpenMP [7], is based on the TreadMarks system. It adds the new directive shareable to specify data that will be shared through the SDSM mechanism, thus it requires some modifications in the source code of the applications to be executed with it. The compiler manages the dynamic memory allocation and the implications of having a lazy release consistency.

However, the limitations discussed previously are not really a requirement when designing a SDSM system, and everything-shared SDSMs with restrictive memory models do exist. As an example of such systems, we have the SDSM that is being used in the development of our project, NanosDSM. NanosDSM is an everything shared SDSM, meaning that the whole space address (global data, stacks, code) is shared. The system also provides sequential consistency as the memory consistency model, implying that memory operations are visible to other threads at the same time they are executed. Both features might seem as a performance killer for many applications, and of course the system has to pay some performance penalty for them, but there are optimization techniques that have been applied successfully on some programs, achieving a performance as good as other SDSMs with the restrictions seen above. Furthermore, both of these features ease the porting of applications to this system, since the view of the architecture provided is almost identical to a hardware shared memory environment.

3 NanosDSM

In this section we will take a closer look at the SDSM system that we have used in this project, NanosDSM.

NanosDSM is a part of the Nanos project [1], whose purpose is to support research on enabling the efficient use of high performance architectures. Currently, Nanos is composed of three main software components, the OpenMP runtime, nthlib [11], the OpenMP source-to-source Mercurium compiler for Fortran and C/C++ [2], and the SDSM runtime [4].

3.1 User view

NanosDSM is an everything shared SDSM that offers a sequential consistency memory model. Its characteristics are the same as the ones that any developer can expect while programming for a hardware shared memory environment using a threads library such as pthreads. With this, the NanosDSM API was designed to be
similar to a regular threads library. We can classify the main features as follows:

**Thread management** Threads are created when the application starts, and sleep until the user assigns some code to them. A thread is identified by its node and the thread number within the node. Multithreading on the same node is supported to take advantage of SMP nodes.

**Synchronization directives** NanosDSM offers a mutex-like variable type (called lock) as a more efficient alternative to standard shared memory implementations.

Support for thread specific data is not offered with explicit calls (like pthread_getspecific, setspecific) but the use of ELF TLS variables (using the __thread qualifier) is supported.

In addition, NanosDSM has some extra features to allow applications to be DSM-aware and ease the implementation of OpenMP runtimes that optimize the execution of parallel programs considering the underlying SDSM layer. This features include:

**Pre-sends and pre-invalidations** The application can explicitly request the transfer of memory pages to a given node. This can improve the performance of the applications by allowing communication to overlap the computation.

**Pagefault callbacks** A user function can be registered to be called when a page fault on a given page occurs. This is useful when an application wants to keep track of the movement of certain data.

**Dynamic memory** A call with similar behavior as mmap is implemented to offer the possibility of allocate dynamic shared memory from any thread of the application. In addition, the standard calls malloc/free are allowed to be executed in any thread.

**Message passing** Information can be sent directly to other threads through the network. This can sometimes be better for the application performance than using a solution based on shared memory.

NanosDSM has been implemented on i386 and PowerPC (32 and 64-bit) architectures running the Linux 2.6 operating system.

### 3.2 Implementation details

NanosDSM has two main components, a dynamic library and the ndsm_server. The library contains most of the services offered by NanosDSM and any parallel application must be linked to it to run. The ndsm_server is a daemon that runs on the nodes where remote threads of a parallel application will be executed. At the beginning of the execution it can be seen as an image of the application with all of its address space being not physically present in that node.

The memory consistency is kept at page level. In a given node, memory pages can be in three possible states during the execution:

- **RW** readable and writable: read and write accesses are allowed. A page can only be in a RW state on one node at a given time, all other nodes have the page marked as invalid (I).
- **R** readable: only read accesses to this page are allowed. Many nodes can have a page in this state at a given time but no nodes can have it in a RW state if an R state exists in a node.
- **I** invalid: no accesses are allowed, meaning that an up-to-date version of the page is not physically present in the node.

These three states are similar to those defined by the MSI protocol. States are set using the mprotect system call. When a thread tries to access a page, but the current state of the page does not allow it, a SIGSEGV is delivered by the operating system to the application. This signal is captured by NanosDSM and is handled properly. This usually requires changing the state of the page causing the signal to allow the memory access to be completed correctly. Changes to the state of a page are always made being consistent with the rules described above. For example, if a page needs to be promoted to a RW state from a R state, all pages in a R state in all other nodes must be downgraded to a I state. This mechanism will
provide the sequential consistency for all memory accesses of the application. Page information is stored in one node, the master node of the page. This node has the responsibility for handling the state transitions of a page. This can become a performance problem if only one node is the responsible for this task. To improve the performance, NanosDSM implements a migration system where the master node of a page can change during the execution, allowing for a better load balance of requests across the nodes.

To handle all the system features described, an extra thread is needed in every node. This thread is called infoserver and it is the responsible for receiving page fault requests, managing the state transitions of pages and offering all the extra features offered by the NanosDSM.

The communication system between nodes is implemented using the Myrinet Express (MX) API. It is the most advanced driver available for Myrinet NICs, and offers a higher performance than using the standard UNIX sockets interface on top of these NICs (which is also supported by NanosDSM).

4 Running the XL SMP runtime over NanosDSM

Given the features of our SDSM system, the integration with the XL SMP runtime was a straightforward process. NanosDSM can be seen as a regular threads library since its API includes calls to allow thread creation, management and termination and a few synchronization directives. The POSIX Threads library has similar calls so we can port to NanosDSM any application that uses it with minimal changes to the code structure. This has been the main idea that we used when doing the porting of the XL SMP runtime to our SDSM system (figure 1).

Still the XL SMP runtime had a few more requirements to be able to run. Memory allocation using the standard malloc call was needed in some parts of the code. NanosDSM provides some calls to dynamically allocate memory, but they resemble the mmap/munmap specification. We decided to support malloc in order to allow applications that use it to run without having to replace their dynamic memory allocations. To implement this feature, we took advantage of the malloc hooks that the GNU libc supports. This allows NanosDSM to capture the malloc calls from the application and forward them to the master node, where the requests will be processed and the memory allocation will occur. This implementation can cause some significant overhead in applications that make heavy use of dynamic memory allocation with malloc due to the big number of messages that one single node might have to process. However we are not worried about it since we have not worked with such applications and the current implementation can be improved with a small amount of effort.

With this, NanosDSM simply had to take over pthreads functionality to enable the XL SMP runtime to run over the SDSM. Nevertheless, some parts need to be reimplemented to be SDSM-aware and to avoid loss of performance on some critical features such as barriers.

5 Running OpenMP applications on NanosDSM

Given the infrastructure described in section 4, running OpenMP applications in our SDSM system is a simple process, it just requires compiling standard OpenMP code with the XLC or XLF IBM compiler, enabling the support for OpenMP and linking the resulting binary with our runtime libraries. No changes are needed to the original code given the features of our SDSM system.

The ability to be able to execute applications directly on the distributed systems is appealing from the point of view of productivity. However, this process is not always as easy as it looks like since, depending on the application, the performance that can be achieved may be unacceptable. Using a SDSM system adds an extra layer of abstraction to the memory hierarchy, this greatly increases memory latency in some cases, since the data can be physically in a remote machine.

We have seen that the impact of this new layer depends on the application. Some parallel applications are able to perform well on this system while others perform worse even
when running with more threads. Since the key factor is the memory latency, applications that exhibit more data locality and/or less data sharing between threads are the best suited for SDSM systems.

Our application set was formed by a *Matrix-Multiply* implemented in OpenMP, three applications originally implemented in OpenCL but ported to OpenMP (*Perlin*, *MonteCarloAsian* and *FloydWarshall*) and the MG benchmark from the NAS parallel benchmarks. As shown in section 7, these applications are good examples of what we stated previously.

OpenCL applications are easily ported to OpenMP since the computation expressed in them is parallel (the OpenCL kernels do not share data). Thus, it can be expressed in OpenMP by a simple combination of parallel regions and work sharing constructs. This schema of data independent kernels running in parallel fits perfectly with the idea that data sharing among different threads will be low during the execution, which will not impair scalability.

6 Improving the NAS MG benchmark with runtime optimizations

We chose to focus on the NAS MG benchmark (version 2.3, implemented using the C programming language) since, as it is shown in section 7 it was having performance problems when running on our SDSM system, thus we wanted to explore which techniques we could develop using the runtime system in order to improve the MG performance. We had previously measured performance using a slightly different environment (using the NANOS OpenMP runtime instead of the IBM XL SMP runtime) using the EP and CG benchmarks [4]. These results demonstrated that our SDSM system achieves good performance using runtime optimization techniques such as automatically triggered pre-sends and pre-invalidations.

6.1 Data allocation

In order to improve the data locality and to help the implementation of the other techniques that will be discussed later on this section, the benchmark required some changes in the allocation of its data structures. The original MG code allocated a series of three dimensional arrays using a simple loop to call the `malloc` function to obtain dynamic memory. This code successfully generated a contiguous area where the whole data structures were placed, but it mixed data and pointers. This created many areas of read-only data (pointers, since they were not modified during the whole execution of the benchmark) and read-write data (the real contents of the arrays) when running the benchmark with our SDSM environment. It also created some false shar-
ing, since the allocation was not aware of the page granularity, and data and pointers could be placed on the same page. We rewrote the allocation process to first set up the space required to place all pointers, and then compute the size for the rest of the data and allocate it with a single call to `malloc`. We also used this as an opportunity to pad the outer dimension of each array so different elements of the outer dimension would never be placed on the same physical page. This avoids some false sharing in some loops and also eases the design decisions while implementing and adding the techniques previously mentioned.

6.2 Scheduling reuse

The main goal when designing this new scheduling policy was to minimize the data transfers between threads. The NAS MG benchmark has fairly similar loops. By similar we mean that some loops have almost the same number of iterations (some go from 0 to \(N-1\), others go from 1 to \(N-1\), etc), access the same data structures, and are parallelized across the same dimension. Figure 2 shows an example of this, the `subA` function iterates a given array from 0 to \(N-1\), while `subB` performs a similar loop that goes from 1 to \(N-2\). Eventually `subA` and `subB` access the same data structure. With this scenario, static scheduling may offer a reasonable good scheduling on an SMP environment. However, on our SDSM environment, it has some side effects. We can see the iteration distribution as a partition of the data across the different threads (nodes) of the application and each thread owns a partition. Accesses to partitions of different threads are costly but accesses owned by the thread are fast. With this, we want to achieve a schedule that keeps the same partitions during the execution of the entire program. This is achieved by registering the distribution used in the different loops of the execution and when a new loop is reached the runtime looks for a similar loop and adjusts the new distribution according to the previously scheduled loop. Since we assume that loops are accessing the same data structures, changes in the number of iterations must come from changes to the lower bound or the upper bound of the loop. Thus, adjustments to match the correct number of iterations are made in the first and in the last chunk of iterations. This ensures that the partitions will remain the same for every thread executing the benchmark.

6.3 Pre-sends and pre-invalidations

Pre-sends and pre-invalidations were added to the benchmark code in order to speed up the data transfers between threads. The code needed to perform these operations is simple and can be easily added using a directive, however we aim to have them automatically added by the compiler. Adding the pre-sends and pre-invalidations was a straightforward process given the new scheduling implemented that provides an “owner computes” model to the benchmark. The pre-sends and pre-invalidations are required on the loops where threads accessed data owned by other threads. These loops were easily identified by analyzing how the induction variables were used. If a induction variable was used in a expression of the form \(i + C\) (where \(i\) is the induction variable and \(C\) a constant value) that was indexing an access to an array. In that case, that was present in the majority of the loops of the MG benchmark, the thread would access data owned by the next thread (or the previous, if the constant value was negative) If the data

```c
void subA(double *array)
{
    /* ... */
    #pragma omp parallel for
    for (i = 0; i < N; i++)
        array[i] = 0.0;
}

void subB(double *array)
{
    double tmp[M];
    /* ... */
    #pragma omp parallel for
    for (i = 1; i < N-1; i++)
        tmp[i] = array[i];
}
```

Figure 2: Two sample loops.
is written, then a pre-send is needed to send the data back to its owner thread. Otherwise if the data is read, then a pre-invalidation is needed to invalidate the local copy of the data to have it upgraded to read-write permissions in its owner thread. With this we avoid most of the true sharing problems of the MG benchmark using a criteria that, we believe, can be easily adapted to an automated process or offered to the programmer in the form of compiler directives.

7 Experiments

In this section we will show the experiments done with a selected set of applications and the results that we have obtained. A brief description of each application follows:

MatrixMultiply It performs a dense matrix multiplication of two square matrices of dimension 3000x3000.

Perlin A perlin noise generator, it generates perlin noise on an image of 4096x1024 pixels. It was originally coded for OpenCL, we ported it to OpenMP.

MonteCarloAsian Monte Carlo analysis are a class of computational algorithms that rely on repeated random sampling to compute their results, in this case it it computes the asset price of Asian Option Calls, which follows the classic Black-Scholes model. Also it was ported from an OpenCL code to OpenMP.

FloydWarshall It computes the shortest path between each pair of nodes in a graph defined by its adjacency matrix. It is a dynamic programming approach that iteratively refines the adjacency matrix of the graph in question until each entry in the matrix reflects the shortest path between the corresponding nodes.

NAS MG From the NAS Parallel Benchmarks, the MG performs a multigrid method which is an example of a hierarchical algorithm. These algorithms can be found at the core of large scale scientific applications. We have used the C implementation of the benchmark selecting the class B data set.

The platform we used to evaluate our system is a distributed machine with each node running Linux 2.6, containing 2 PowerPC 970MP @ 2.3GHz processors, 4GB of physical memory, and connected by a Myrinet network. Up to 16 nodes were used on our experiments. All applications were compiled using the IBM XL C/C++ V8.0 compiler, using -O3 optimization level. We allocated one application thread on each node when running the benchmarks so each thread was physically a different machine.

We also measured the performance of the applications in a shared memory environment, to compare the performance loss in terms of speed-up between our SDSM system and a real hardware shared memory one. The shared memory platform used was a SGI Altix 4700 with 256 processors, and 2.4 Terabytes of memory. The benchmarks were compiled with the Intel C Compiler (O2 optimization level).

Our tests compared the performance when running our SDSM system with 2, 4, 8 and 16 OpenMP threads (so 2, 4, 8 and 16 nodes). The main metric measured is execution time of the benchmark but we also measured the number of page faults produced by the benchmarks. Speed-ups are measured against the sequential execution of the benchmark. The sequential time measured for every benchmark on each architecture is shown in table 1.

We achieved good performance with MatrixMultiply, Perlin and MonteCarloAsian. In the next figures, we compare the performance obtained in the NanosDSM environment (label NDSM), with the performance obtained in the Altix environment (label SMP). MatrixMultiply achieved a 6.4 speed-up running on 8 nodes and 11.7 speed-up running on 16 nodes (figure 3(a)). Perlin showed a perfectly linear speed-up (figure 3(b)), also achieved in the Altix environment. These are examples of applications that can perform well on a SDSM environment, they have little communication among threads and do high computational work keeping the job of hiding the communication simple and not too costly to the DSM layer.

MonteCarloAsian, while not showing as good performance as the previous applications, also
achieved a decent performance when running on 4 and 8 nodes, measuring 3.4 and 5.8 speed-ups respectively (figure 3(c)). With 16 nodes it only achieved a modest 8.4 speed-up. The figure also shows that this benchmark suffers the same amount of performance degradation in the Altix environment, compared to the MatrixMultiply benchmark.

The performance loss observed is caused by the same problem that also affects FloydWarshall. The problem with FloydWarshall was caused by the fact that it spawns and joins a parallel region for each node of the graph (4096 nodes in the executions tested). The high number of spawn/join messages between nodes, which in our DSM implementation has a cost dependent on the number of nodes, causes the performance degradation. In the case of MontecarloAsian the number of spawn/join requests was not as high as in FloydWarshall, thus allowing the application to perform better but not as good as we expected.

Figure 3(e) shows the performance obtained when running the MG application without applying any optimizations (label NDSM), except for the new data layout described in section 6.1, since otherwise the address space became too fragmented, and reached the limit of mappable areas of the Linux OS. As expected, the execution time increases when we increase the number of threads. The true data sharing of the application causes too much overhead when accessing to memory because the network is not fast enough to make the page fault system mechanism perform at an acceptable level.

Figure 3(e) also shows the impact of the optimizations presented in this paper (label NDSM opt). With the addition of the pre-sends and pre-invalidations, the benchmark achieves some speed-up, but it stops improving when using more than four threads. The figure also shows the scalability of MG in the Altix environment (label SMP), as a baseline reference. Note that this version does not achieve much more overall speedup.

In figure 4 we can see the effects of our optimizations. The chart shows, on a per-loop basis, the percentage of page faults when running the MG benchmark with different threads. The values are normalized to the non optimized versions. The total number of page faults is greatly reduced in all cases, achieving the best reduction with 8 threads (32% of page faults compared to the non optimized version). Some parallel loops benefit more from presends than others due to having more data locality, which means that decreasing the page faults in a given loop does not necessarily improve the execution time and scalability of it.

As a consequence of the reduction in the number of page faults, the speedup obtained in a per-loop basis depends on the specific loop conditions regarding data exchange among nodes. Figure 5 shows the speedup obtained in each of the 6 parallel loops of MG. We found out that several of the loops (comm3, interp, zero3) do not provide enough computational work to compensate for the cost of executing them on a distributed environment, since they send and receive several messages across the nodes. The result is that these loops do not scale at all. In fact comm3 and zero3 degrade their performance so much that they spend more execution time than their serial versions. Reducing the page faults in these loops does not help because communication is not hidden by computation, this exposes the cost of the presends which is nearly the same as the page faults themselves. We also tried to run these small loops on a single node, but the performance is not better, as then they find the data they need already distributed, causing a large memory movement for them to compute, and an extra movement to later redistribute data for the subsequent parallel loops.

The other three loops in the application, psinv, resid, and rprj3 are large enough to compensate the spawn/join operation and to benefit from the effects of the presends which greatly reduce the number of page faults on all of them. This allows them to achieve a speedup of about 3 on 8 nodes.

8 Conclusions

We have presented our SDSM environment using the XL SMP runtime to enable standard OpenMP applications to run on the top of our NanosDSM SDSM library. Standard OpenMP applications can run correctly on this infrastructure without any changes to the original
Table 1: Sequential execution time of the different benchmarks on our two architectures used.

<table>
<thead>
<tr>
<th>Application</th>
<th>PowerPC 970MP</th>
<th>SGI Altix 4700</th>
</tr>
</thead>
<tbody>
<tr>
<td>MatrixMultiply</td>
<td>1644.50 secs.</td>
<td>869.81 secs.</td>
</tr>
<tr>
<td>Perlin</td>
<td>1294.78 secs.</td>
<td>700.06 secs.</td>
</tr>
<tr>
<td>MonteCarloAsian</td>
<td>56.38 secs.</td>
<td>62.37 secs.</td>
</tr>
<tr>
<td>FloydWarshall</td>
<td>338.52 secs.</td>
<td>1497.70 secs.</td>
</tr>
<tr>
<td>NAS MG</td>
<td>23.82 secs.</td>
<td>30.90 secs.</td>
</tr>
</tbody>
</table>

Figure 3: Evaluation results for all the applications.
source code, but the performance obtained depends on how sensitive the application is to memory latency.

Applications that require a ratio of computational power vs memory latency biased towards the first factor are the ones that are more suitable for SDSM systems. OpenCL applications are a good example of this, since they can be parallelized in a way that the computation does not share many data between threads, thus making the accesses fast on a SDSM, since data ends up being physically on the node where the thread is running.

On the other hand, applications which require this memory performance to be able to scale properly need from optimizations in order to improve the performance.

We have developed a couple of such techniques, taking the NAS MG benchmark as a representative application. A new scheduling policy and the addition of pre-send and pre-invalidations have helped to improve the performance of the benchmark. However, the experiments done show that there are some parts of the application that can not benefit from these optimizations, since the loops are computationally too small, limiting the amount of overlapping of computation and communication that can be achieved. This sets a limit on these loops scalability, and also on the application scalability.

9 Future work

As we have seen in Section 7, applications generally need help in the form of optimizations in order to run efficiently on SDSM environments. Pre-sends and pre-invalidations are examples of techniques that can have a positive impact on performance but currently they have to be
Figure 5: MG class B, per loop speed-up.

manually placed by the programmer. This goes against one of the most important design principles of NanosDSM, a SDSM that was conceived to run OpenMP applications without having to modify the source code.

We believe that these pre-sends and pre-invalidations can be placed automatically by the compiler using data flow analysis. However, this can be challenging and may not be possible in some cases. For now a more realistic goal may be adding directives to aid the placement of these pre-sends and pre-invalidations without having to make significant changes in the original source code.
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