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Abstract Today there are many media sharing applications that use diverse meta-
data formats to describe media resources. This leads to interoperability issues in cat-
aloguing, searching and annotation. This situation poses schema matching algorithms
in the eye of the storm of metadata interoperability. In this paper we present two
different solutions for multimedia metadata schema matching using variable linkage
algorithms. These methods consist in directly comparing the data values stored in
the different metadata variables, allowing to overcome the inherent limitations of
schema-level matching approaches. We show the feasibility of these methods through
some experiments with real metadata information extracted from the image hosting
websites Deviantart, Flickr and Picasa.

Keywords Metadata integration · Image tagging · Variable integration ·
Schema matching · Record linkage

1 Introduction

The rapid growth of multimedia content has been accompanied by a proliferation
of metadata formats. Even within the same subject domain or for the same type
of resource (e.g. digital images), there are often two or more options of metadata
standards. Only if mechanisms can be developed to attain interoperability it will
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be possible to facilitate the exchange and sharing of content annotated according
to different metadata formats and to enable cross-collection searching. Automatic
schema matching [16] is a fundamental task in multimedia metadata interoperability
approaches [4, 20, 21].

Schema matching seeks to provide automated support to the process of finding
correspondences between two or more data schemas. Generalizing the schema
concept, beyond its traditional binding to relational databases, the schema matching
problem also embraces the ontology alignment topic [6]. Schema matching relies
on the combination of several strategies which are usually classified within schema-
level matching [16] or record-level matching [1]. While schema-level matching only
considers information about the structure (hierarchy) and syntax of the involved
schemas elements, record-level matching takes profit from data records to infer the
possible relationships between schema variables. In general, any schema matching
process has three main steps:

– Pre-integration. An initial analysis of the schemas to be integrated. Usually, this
step includes the necessary data cleaning and normalization processes.

– Schemas Comparison. it determines the correspondences among variables and
detects possible links.

– Schemas Merging. Once links are detected, variables are merged inside an
integrated schema.

Schema-level matching methods allows for fast comparisons among different
schemas. However, they have two important drawbacks: on the one hand, they
assume that metadata schemas are correctly employed by the users, for instance
imagine we would like to upload an image into an online web image repository.
Schema-level matching methods will assume that we fill up the image title in the
right web form field, but we may use the title field to annotate some keywords
to make the subsequent image retrieval processes easier. On the other hand, such
methods suppose that common information in two schemas is labeled with a similar
description, hierarchy or variable name. However this is not always the case, and
sometimes, similar information is labeled in a very different way (e.g. ‘format’
vs ‘file_extension’). Another important issue to take into account is that words
like ‘source’, ‘description’, etc. are widely used within schemas and their meaning
could have sense in very different domains. Usually, schema-level approaches match
together all the variables containing these polysemous words.

Also, there are algorithms which perform record-level matching on its own,
focused on inferring correspondences between data records instead of schema
elements. These algorithms fall within the record linkage topic [5], and they are
also known as variable linkage algorithms. These methods establish relationships
between data objects (records described in terms of variables) that while supplied
by different information sources (schemas in our scenario) correspond to the same
entity. If the per-record match results are merged and abstracted to the schema level,
a variable linkage algorithm becomes a solution to the record-level schema matching
problem. Usually, record-level methods use record distances or probabilities calcu-
lations to define correct matchings.

Schema matching methods can be also classified as unsupervised, semi-supervised
or supervised depending on the level of human interaction they have. Usually,
unsupervised methods are used as an aid for further human integration and they only
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cover the first two steps of a complete schema matching process, leaving the last step
(schemas merging) for human or experts task. However, they have the advantage of
being able to do a large part of the work without human interaction.

In this paper, we present two unsupervised record-level schema matching ap-
proaches for multimedia metadata schemas matching based on variable linkage.
The first one uses aggregation functions to preprocess and represent records in a
common domain. The second one employs distribution fitting methods to extract
some structural information about the records content making possible the re-
identification. Once the metadata information has been preprocessed, both methods
use the classical distance-based schema matching approach to determine the links.
In order to test the feasibility of these two methods, we present a set of experiments
with real metadata information extracted from three web image repositories (Flickr,
Picasa and Deviantart). Here, We would like to highlight that the variable links found
by our techniques are bijective, i.e. the schema order does not affect to the linkages
found. This property is possible because the distances we use in both methods to
determine the links are symmetric. For completeness, we will also compare our two
methods with the current state-of-the art schema-level matching methods.

The rest of this paper is organized as follows. In Section 2 we present the new
approaches for metadata schema matching. We also provide the preliminaries and
the related work needed to make the understanding of the proposals easier. Next,
in Section 3, we provide an experimental evaluation of the methods with real image
metadata information. The work is concluded in Section 4.

2 Variable-level schema matching scenarios

A schema A can be thought as a matrix with n rows (records) and v columns
(variables). Each row contains the values of the variables for some records (images,
video or any multimedia content in general). The goal of any schema matching
technique is therefore to compare two schemas A, B and find pairs (one in A, one in
B) which correspond to the same variable.

Firstly, we introduce the distance-based approach. This widely used method
uses distances to find common links. Distance-based approach is the fundamental
building block of our two proposals: aggregation-based approach, where distances
are calculated after records have been processed using a set of aggregation functions;
and distribution-based approach, where finding the linkages is possible by means of
variable distribution comparisons.

2.1 Distance-based approach

One possible option for metadata integration is distance-based (DB) variable link-
age: for each variable v in one of the schemas, one searches the variable(s) in the
others schemas that is (are) at minimum distance to v, for some distance defined
on the domain of the variables. For the case of only two schemas, this operation is
formalized as: for all a ∈ A, the subset Ba = {b ′ ∈ B s.t. d(a, b ′) ≤ d(a, b),∀b ∈ B}
is found. Here a and b stand for a variable of the schema A and B respectively
and d(a, b) is a distance between a variable of the database A and a variable of the
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database B. The general (more than two schemas) pseudo-code of this algorithm is
given in Algorithm 1.

Obviously, the application of this algorithm is only possible if such distance
function can be calculated. Normally, this distance depends on the type of variables
to be linked. For instance, for numerical variables the Euclidean or Mahalanobis [10]
distances are commonly used. For nominal variables, traditional distances as the
Edit [3, 9] or Jaro [8] distances are the most used, however other distances as [7]
can be also used. For categorical and ordinal variables (i.e. academic degree, zip
code, etc) specific distances seem the best choice because their values are strongly
related with their semantic. For example, for zip code distance the geodesic distance
between two zip codes or their hamming distance (amount of different numbers) can
be good candidates. Also, distances has only sense when they are computed over the
same set of records.

In Algorithm 1 we have implemented a top-k (with k = 1) query, i.e. we have
assumed as correct linkages all the variable pairs among schemas at the minimum
distance. This configuration seems correct in our scenario where metadata formats
share a large number of common variables. An alternative method for deciding which
variables have to be linked is to accept all the linkages with a distance below a certain
threshold t. In this case an expert should fix this threshold because the quality of the
results strongly depends on it.

The complexity of this method is equal to O(s · v2) where s stands for the number
of schemas and v for the number of variables of the biggest schema. As v is usually
not very big (<100) the performance of this algorithm relies on the distance cost. For
instance, edit distance has a cost of O(n2) where n is the length of the largest variable
to compare. Then the real cost in this case will be O(n2 · s · v2).

Note that, this approach has a very important drawback: it is necessary that
schemas share some common records, images in our target scenario. Moreover, we
have to know in advance which concrete records are and how they are related.
Distances have only sense when they are computed over the same data elements,
for this reason DB-variable algorithm cannot be applied in scenarios where this
knowledge is not available. The two following improvements described in this section
overcome this problem.

2.2 Aggregation-based approach

In scenarios where it is not possible to have some common records inside the schemas
to be integrated or we do not know how records are related, different approaches
should be considered. In [17] OWA operators [23] were used to find a variable data
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model from the records stored in several databases. Later, in [19] a more general
procedure for record linkage was presented. In this latter work, authors show that
record linkage is still possible even when databases do not share common variables.
The same reasoning can be extended to multimedia metadata integration as we will
see later.

Then, a possibility to overcome the problem of the distance-based approach is to
adapt the proposal in [19] to the metadata format matching scenario. Before that, we
need to introduce some basic concepts about aggregation functions (Section 2.2.1).
After that, in Section 2.2.2 the aggregation-based approach is completely described.

2.2.1 Aggregation functions basics

Aggregation functions [18] (Definition 1) are numerical functions used for infor-
mation fusion that combine n numerical values into a single one. These functions,
that are formally described below, typically satisfy unanimity (idempotency) and
monotonicity.

Definition 1 Let X := {x1, . . . , xn} be a set of information sources, and let f (xi) be
a function to model that the i-th information source xi supplies value f (xi), then a
function C : Rn → R to aggregate values f (xi) is said to be an aggregation function
if it satisfies:

1. C(a, . . . , a) = a (unanimity, also known as idempotency)
2. C(a1, . . . , an) ≤ C(a′

1, . . . , a′
n) if ai < a′

i (monotonicity)

At present, several aggregation functions exist in the literature (see [18] for a
review). Among them, the most well-known aggregation functions are the arithmetic
mean and the weighted mean. They correspond, respectively, to the following
functions:

1. C(a1, . . . , an) =
∑n

i ai

n
2. C(a1, . . . , an) = ∑n

i wiai

In the second definition, w = (w1 . . . wn) stands for a weighting vector. That is, wi

are weights for sources xi such that wi ≥ 0 and
∑

i wi = 1. These values correspond
to prior knowledge on the reliability of the sources. For example, when source xi is
twice as reliable as source x j then we have that wi = 2w j.

Yager [23] defines the so-called Ordered Weighted Averaging (OWA) operator
(Definition 2) that corresponds to a weighted linear combination of order statistics.
At present there are different definitions for this operator based on the way the
weights are defined. In this paper, we recall a definition based on a non-decreasing
function, as this is the most useful definition in our context.

Definition 2 Let Q be a non-decreasing function in [0, 1] such that Q(0) = 0 and
Q(1) = 1, then the mapping OW AQ : Rn → R defined as follows is an OWA
operator:

OW AQ(a1, . . . , an) =
n∑

i=1

(
Q(i/n) − Q((i − 1)/n)

)
aσ(i)

where σ is a permutation of the values ai such that aσ(i) ≥ aσ(i+1).
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This function has several properties. We underline the following ones:

1. For all Q, it holds that:

min
i

ai ≤ OW AQ(a1, . . . , an) ≤ max
i

ai.

2. The function Q permits to modulate the output. For example, when we consider
the family of functions Qα(x) = xα , we have that large positive values of α lead
to an OWA near to the minimum and, instead, values of α near to zero lead to an
OWA near to the maximum. Also, when ai is fixed, OW AQα

is non-decreasing
with respect to α.

3. The OWA operator is symmetric for all Q. That is, the order of the parameters is
not relevant for the computation of the output. This can be formalized as follows:

OW AQ(a1, . . . , an) = OW AQ(aπ(1), . . . , aπ(n))

for any permutation π .

2.2.2 Integration procedure

In order to apply aggregation functions to the metadata interoperability scenario we
have to consider the following assumptions:

Assumption 1 A set of common variables is shared by both metadata formats.

If this assumption does not hold, then variable linkage has no sense because the
metadata formats are completely different.

Assumption 2 Data in both schemas contains, implicitly, similar structural
information.

In metadata interoperability, we can define ‘metadata structural information’
as any organization of the data that allows explicit representation of the existing
relationships among variables. Such information can be extracted from schemas
through record-data manipulation. In other words, even though we do not know any
concrete link between the common records, there is substantial correlation among
them to establish some relations.

As different methods can be used for representing such structural information
(e.g. clustering, principal component analysis, or any other data mining method),
different techniques are needed to extract structural information. Here, we focus on
structural information represented by means of numerical representatives. There-
fore, we have to add the following assumption to the previous ones:

Assumption 3 Structural information is expressed by means of numerical represen-
tatives for each record.

A representative is the output of a concrete aggregation function once its weight-
ing vector and input, in our case the record values of a variable, have been set up.
Torra and Nin [19] shows that only few aggregation functions are appropriate for
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building such representatives. One of them is the OWA operator described before,
however for the sake of generality in our proposal we will consider any function
f ∈ F as valid.

To tackle the problem of metadata integration, we consider the transformation of
schemas A and B into two new schemas A′ and B′ with the goal that DB-variable
linkage algorithm can be applied on this second pair of schemas (A′, B′).

To do so, we consider the construction of several representatives for each variable
a in A and each variable b in B so that integration can be performed over such
representatives. This process is detailed below:

– Firstly, we consider a set of functions fi for building the representatives. In
general, we consider that fi is a function of both the variable and of the whole
schema A. Therefore, being a a variable in A, fi(a, A) stands for a representative
of the variable a of the schema A. We denote by F = { fi} for i = 1, . . . , k the set
of considered functions.

– Then, we apply the functions in F to the variables a in A to obtain a′. Formally
speaking a′ := F(a, A) where:

a′ := F(a, A) = ( f1(a, A), . . . , fk(a, A))

– Now, assuming that functions in F are also applicable to variables b in B, we
define variables b ′ in B in a similar way:

b ′ := F(b , B) = ( f1(b , B), . . . , fk(b , B))

– Finally, we define schemas A′ and B′ in terms of the new variables a′ and b ′.
That is:

A′ := {F(a, A)}a∈A

B′ := {F(b , B)}b∈B

Therefore, given the set of functions F = { fi} for i = 1, . . . , k, and applying each
fi to each variable in A and B, we obtain schemas A′ and B′. This process is defined
in the Algorithm 2. The number of representatives, i.e. the number of aggregation
functions and weighting vectors to consider, is a parameter that has to be decided in
advance. In our experiments after some tests we have found that the obtained results
improve until 20 representatives, from here the results are constant. Therefore, 20
representatives seems a good configuration for our target scenario.

With this construction, A′ and B′ contain the same number of variables as A
and B, and such variables in both schemas are described using the same kind of
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representatives (records). Now, as we know the links between the representatives
DB-variable linkage algorithm can be applied to the pair (A′, B′).

2.3 Distribution-based approach

A different approach when it is not possible to know some records links is to compare
variable distributions. Such comparison can be done in several ways. For example,
it is easy to see that for categorical variables, categories can be used directly to fit
the variable distribution. Similarly for nominal variables, the words or characters
frequency can be used as the categories in the case of categorical variables.

Now, we introduce some basic concepts about variable distribution fitting before
describing the distribution-based approach for metadata formats integration.

2.3.1 Distribution f itting

In statistical literature a data distribution describes the frequency or probability of
possible events, where an event is a set of possible outcomes of an experiment, or
in other words, it is a sequence of observations. Such observations are considered
as the data. The process of finding the correct data distribution that describe the
frequencies of future or non-observed outcomes is very useful in a large variety of
domains like missing value imputation [14], time series forecast [12], etc.

Fitting distributions consists in finding a mathematical function which represents
in a good way a variable. We can identify four steps in fitting distributions:

1. Model/function choice: exploratory data analysis can be the first step, getting de-
scriptive statistics (mean, standard deviation, skewness, etc.) and using graphical
techniques (histograms, density estimate, etc. ) which can suggest the kind of
probability distribution function (PDF) to use to fit the variable model.

2. Estimate parameters: After choosing a model that can mathematically represent
the data, we have to estimate the parameters of such model. There are several
estimate methods in statistical literature, as for instance maximum likelihood.

3. Evaluate quality of fit: A goodness of fit measure is useful for matching empirical
frequencies with fitted ones by a theoretical model. In this case, we have several
measures, as for instance the Sum of Square Errors (SSE).

4. Goodness of fit statistical tests: Goodness of fit tests indicates whether or not it
is reasonable to assume that a variable comes from a specific distribution. The
chi-square test or some normality tests are widely used.

Now, we introduce the maximum likelihood method for distribution parameter
estimation: we have a random variable with a known PDF f (a,�) describing a
quantitative parameter in a database. We should estimate the vector of constant and
unknown parameters � according to observed data: a1, a2, ...an. Maximum likelihood
estimation begins with the mathematical expression known as a likelihood function
of the sample data. Roughly speaking, the likelihood of a set of data is the probability
of obtaining that a particular set of data given the chosen probability model. This
expression contains the unknown parameters. Those parameter values maximizing
the sample likelihood are known as the maximum likelihood estimates (MLE). We
define the likelihood function as:

L(a1, a2, . . . , an,�) = �n
i=1 f (a,�)
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MLE consists in finding � which maximizes L(a1, a2, . . . , an, �) or its logarithmic
function. We can employ mathematical analysis methods (as partial derivates equal
to zero) when the likelihood function is rather simple, but very often we optimize
L(a1, a2, . . . , an,�) using iterative methods like the gradient descent method.

2.3.2 Integration procedure

In order to use distribution fitting techniques to integrate two metadata formats we
have to proceed as follows:

– Firstly, for all the variables a, b of the schemas A, B respectively we extract their
mean (μ) and variance (σ 2), as well as, we plot its corresponding histogram.

– Then, we apply the aforementioned method of maximum likelihood to estimate
the distribution parameters of all variables of the schemas. As the obtained dis-
tributions maximize the expression L(a1, a2, . . . , an,�) or L(b 1, b 2, . . . , b n, �)

for the schema variables a and b respectively, we assume that those distributions
are the best fitted ones.

– Finally, we have to compare the obtained distributions in a graphical or analytical
way to decide the variable matches.

As the amount of schema variables used in the experiments carried out in
Section 3 are quite small, we have done this last step of distribution comparison man-
ually using a top-1 query format as in the case of DB-variable linkage. However, any
more complex decision making algorithm based on multi-criteria decision analysis
(MCDA) and its varieties [2] can be used to solve this step of the distribution-based
approach when the amount of variables increases.

3 Experiments

In this section we describe the experiments we have carried out. Firstly, we describe
the metadata extraction process we performed, then we introduce the performance
measures we have applied. After that, we discuss the obtained results using the
aggregation-based and distribution-based approaches.

3.1 Metadata extraction process

In our experiments we have used real metadata formats and records from
different web images repositories, such as Deviantart (http://www.deviantart.com/),
Flickr (http://www.flickr.com/) or Picasa (http://picasa.google.com/). Such websites
provide public APIs which allow us to retrieve different sets of public image
metadata to work with. Table 1 summarizes the selected variables, the provided
names are represented using XPath notation. As we have extracted the metadata
records executing a different XML queries in each server through their APIs, it
was impossible to automatically determine the links among the different images
retrieved. Indeed, it is even possible that those repositories do not share any common
image. Therefore we cannot apply the distance-based approach. We would like
to highlight that the metadata formats we used in this work are flat schemas.
Hierarchical/XML schemas are not covered in this experiments.

http://www.deviantart.com/
http://www.flickr.com/
http://picasa.google.com/
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Table 1 Summary of the variables selected of Deviantart, Flickr and Picassa metadata schemas

Aggregation Deviantart Flickr Picasa

Author/name Photo/owner@realname Entry/author/name
(text)

Author/nick Item/media:credit Photo/owner@username Entry/author/uri
(text) [@role=’author’]

Image/height Item/media:content Sizes/size[@label= Entry/gphoto/height
(numeric) [@medium=’image’] ’Medium’]@height

@height
Image/width Item/media:content Sizes/size[@label= Entry/gphoto/width

(numeric) [@medium=’image’] ’Medium’]@width
@width

Image/exif/make Photo/exif[@label= Entry/exif:tags/exif:make
(text) ’Manufacturer’]/raw

Image/exif/model Photo/exif[@label= Entry/exif:tags/exif:model
(text) ’Model’]/raw

Title (text) Item/title Photo/title Entry/title

Aggregation stands for the given name of each variable in the aggregated metadata format

For the sake of fairness we have queried the databases using several keywords.
Concretely, we have executed five different queries. The first one completely random
(without keywords) and the other four using two general keywords (weekend and
trip) and two particular (Barcelona and London). Doing this we want to ensure that
our results do no depend on the executed query. For each query we have retrieved
1,000 completely tagged images.

For completeness of the experiments we have mixed nominal and numerical
variables in the same schema. Surely, if we separate the variables by type, one schema
for nominal variables and another for numerical ones, the obtained results would be
better, however we want to test our approaches in a more complex and real scenario.

In order to apply the aggregation-based approach and to fit the variable dis-
tributions of the distribution-based approach, for the nominal variables we have
considered the numerical ASCII code of each letter. Of course, more complex
conversions are also possible, however data normalization / standardization is out
of the scope of this work and for this reason in this point we have chosen the easiest
solution.

3.2 Performance measures

After describing the metadata used in the experiments, we describe the quality mea-
sures we have used. As schema matching problems are specific problems of machine
learning [11], we have used the common measures of classification tasks [22]. Usually,
the terms true positives, true negatives, false positives and false negatives compare the
predicted class of an item (the class label assigned by a classifier) with the actual
class. This is illustrated by the Table 2. By means of these terms we can formulate
the following measures:

precision = tp
tp + fp

(1)
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Table 2 Classification results Real class

Predicted class tp fp
(True positive) (False positive)
fn tn
(False negative) (True negative)

recall = tp
tp + fn

(2)

Precision is the fraction of items correctly classified. Recall, also called true
positive rate, represents the fraction of correctly classified items that are successfully
classified.

Sometimes it is desirable to have one single number for the performance of an
algorithm instead of two. In such cases, the F-measure is frequently used [13]. It
can be parameterized to give a higher weight to either precision or recall. The
neutral parameterization, where precision and recall are weighted equally, is used
throughout this work. Thus, F is defined as the weighted harmonic mean of precision
and recall:

F = 2 · precision · recall
precision + recall

(3)

It is important to note that in our experiments we have only considered as true
positive the variables correctly linked in all the web image repositories at the same
time. For instance, the variable author/nick is only considered as correctly classified
when it is correctly linked in the three repositories (Deviantart, Flickr and Picasa).
On the other hand, the image/exif/make variable is considered as correctly classified
if it is correctly linked only between Flickr and Picasa as it does not appear in the
Deviantart metadata format.

3.3 Results analysis

Now, we analyze the obtained results, to do this we have divided the analysis into
two parts, one for each of the approaches we have tested.

3.3.1 Aggregation-based approach

Experiments with the aggregation-based approach have been done using the OWA
operator described in Section 2.2.1. Two completely different families of non-
decreasing functions were considered for building the weighting vectors. The func-
tions and the parameters used are the following ones:

1. Qe
α(x) = xα for α = 1/5, 2/5, 3/5, . . . , 10/5

2. Qs
α(x) = 1/(1 + e(α−x)∗10) for α = {0, 0.1, . . . 0.9}

Here, Qe stands for exponential function and Qs for sigmoidal function. There-
fore, we have created 20 different representatives, ten for each function family. To
do so, in this scenario we have normalized the ASCII values into the [0, 1] interval.
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After that we have applied on these representatives the DB-variable linkage
algorithm (Algorithm 1) configured as a top-1 query, i.e. we have only considered
the link at minimum distance as the correct one. This configuration has a lot of sense
in our scenario because it is not usual to have variables divided into several parts
inside a single metadata format.

Table 3 illustrates the results we have obtained. Due to the fact we are considering
the top-1 query configuration the precision and recall values we obtained are equal.
Despite of this, the obtained results show that query specificity does not affect too
much the results. Indeed, the more random the query, the better the results.

We would like to highlight the quality of the results obtained. For instance, for the
trip query, we have obtained a F-measure equal to 0.600, this means that we have
correctly linked five of the eight attributes among the three schemas without any
kind of human supervision.

Further considerations about the concrete obtained linkages are depicted in the
following section.

3.3.2 Distribution-based approach

To study the performance of the distribution-based approach we have conducted the
same experiment than in the aggregation-based approach. In this case, we have used
the implementation of the maximum likelihood method available in R software (The
R Project for Statistical Computing http://www.r-project.org/) for the distribution
parameters estimation. We have assumed that most of the variables follow a normal
distribution after observing their histograms in detail. As an example of the obtained
results, in Table 4 we show the obtained parameters of the variable distribution
assuming that variables follow a normal distribution for the query related with
Barcelona images.

After that to automatically link the variable distributions we have normalized the
obtained μ and σ 2 parameters into the interval [0, 1] and again we have used the
DB-variable linkage with a top-1 configuration to establish the variable links. As it is
depicted in Table 5, the obtained results are exactly the same for all the queries. This
fact shows that the distribution-based approach is in some sense independent of the
performed query.

Comparing the F-measure values obtained by both methods we can say that
distribution-based approach works better than the aggregation-based approach. In
our opinion this happens because in the schemas there are more nominal variables
than numerical (five nominal vs. only two numerical). This has sense because
the numerical ASCII code conversion and normalization can affect to the strong
character distribution correlation among the variables.

Using distribution-based approach, it is possible to link all the variables except
the title variable. These very good results are possible due to the very strong relation

Table 3 Performance
classification results for the
aggregation-based approach

Query Precision Recall F-measure

Random 0.567 0.567 0.567
Weekend 0.533 0.533 0.533
Trip 0.600 0.600 0.600
London 0.433 0.433 0.433
Barcelona 0.433 0.433 0.433

http://www.r-project.org/
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Table 4 Variable distribution parameter values

Variable Type μ σ

Deviantart Author/nick Text 92.44 25.15
Image/height Numeric 680.94 240.50
Image/width Numeric 752.07 244.13
Title Text 92.48 25.12

Flickr Author/name Text 95.82 25.11
Author/nick Text 100.66 33.81
Image/height Numeric 1195.92 758.615
Image/exif/make Text 81.47 19.18
Image/exif/model Text 70.44 23.41
Image/width Numeric 1409.10 906.66
Title Text 92.48 25.12

Picasa Author/name Text 98.64 21.16
Author/nick Text 101.81 17.58
Image/height Numeric 1108.31 463.42
Image/exif/make Text 82.42 19.23
Image/exif/model Text 71.83 23.67
Image/width Numeric 1342.98 588.34
Title Text 72.01 24.96

among common variables in all the metadata formats. From the obtained links
(Table 5) and the results depicted in Table 4 it is possible to infer the following
conclusions:

– The distributions of the metadata variables author/name, image/exif/make and
image/exif/model are almost identical in the three databases, then they are very
easy to link. This fact has lot of sense because there are a limited number of
camera manufactures and models. A similar reasoning also applies for the user’s
name field (author/name).

– The distributions of the author/nick variable have the same μ in the three
repositories, however as Flickr allows the use of special characters its standard
deviation is larger than in the other two websites. Picasa also allows for special
characters but as the author/nick variable is placed in the uri of the image, then
they are escaped in the retrieving process. For that, linkage is more difficult but
still possible.

– A very interesting issue occurs with the title variable distribution. The corre-
sponding Picasa variable follows a very different statistical distribution from
Flickr and Deviantart. On the light of this result one could think that something

Table 5 Performance
classification results for the
distribution-based approach

Query Precision Recall F-measure

Random 0.857 0.857 0.857
Weekend 0.857 0.857 0.857
Trip 0.857 0.857 0.857
London 0.857 0.857 0.857
Barcelona 0.857 0.857 0.857
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is wrong in the approach or in the implementation. However, after checking
the content of the Picasa metadata schema, one discovers that Picasa website
is using this metadata variable for storing the file name instead of the image title.
Therefore, it is correct that variables do not follow the same distribution.

From the last observation, a new possible application for our algorithms arises: it is
possible to use them as a consistency rule for ensuring a correct use of the metadata
model. This kind of methods are very useful for transactions rules registers, query
rewriting tools, traditional schema matching algorithms (based on variable names
and/or ontologies), etc.

3.4 Comparison with different approaches

In order to compare the results obtained by our proposals with the ones that could
be obtained by state-of-the-art methods, we have executed two sets of experiments,
one with record-level methods and another schema-level methods. In the first set of
experiments, we have executed the basic distance-based approach (DB-variable al-
gorithm, Section 2.1) and the probabilistic-record linkage (PRL) approach described
in [8] over the same five queries. The results of these executions are depicted in
Table 6. As we observe, classical record-level methods do not perform as well as the
ones proposed in this work in our target scenario. Classical methods only are able to
link one or two variables at most in all the considered queries.

For the second set of experiments, we have used the schema-level toolbox
called OpenII [15]. This toolbox is a complete suite of open-source methods for
schema integration; and it implements a large variety of schema-level matchers based
on variable name similarity functions, ontology alignment methods (e.g wordnet
matcher), hierarchical variable relations, etc.

For the sake of fairness, we have executed all the variable matchers implemented
in OpenII over the Deviantart, Flickr and Picasa metadata schemas. Note that, as
OpenII matchers only takes into account schema metadata information, the retrieved
records content for the queries is discarded and the F-measure results are exactly
the same for all the queries. From the links obtained by OpenII matchers, we have
calculated by hand the F-measure using the best matcher in the same way than in
our previous experiments. Concretely the obtained F-measure is equal to 0.571, i.e.
openII is able to correctly link four of the seven schema variables. This F-measure
value is quite good, indeed, it is in the same order of magnitude than F-measure
results obtained by the aggregation-based approach. However, when these values are
compared with the distribution-based approach values (F-measure equal to 0.857),
the distribution-based approach clearly outperforms openII results.

Table 6 F-measure values
obtained by traditional
record-level methods

Query DB-variable algorithm PRL algorithm

Random 0.28 0.28
Weekend 0.14 0.28
Trip 0.14 0.28
London 0.14 0.14
Barcelona 0.28 0.28
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4 Conclusions

In this work we have analyzed two variable linkage algorithms as possible strategies
for performing record-level schema matching in the context of the digital images
metadata multimedia interoperability problem. Apart from describing the algo-
rithms, we have provided the necessary mathematical background and a detailed
related work for those methods. Also, we have performed some interoperability
experiments with three real well-known image websites (Deviantart, Flickr and
Picasa). In these experiments, we have illustrated how to apply the aggregation-based
and distribution-based schema matching approaches to real data. We have obtained
very good results using the distribution-based approach. Also, with the experiments
done, we have also discovered that Picasa website uses the field title to store the
image file name instead of the real title image.

As future work we would like to propose the methods described here as a possible
solution for the automation of some of the administrative processes derived from the
translation rules registers.
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