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ABSTRACT
IaaS providers have become interested in optimising their infrastructure energy efficiency. To do so, their VM placement algorithms need to know the current and future energy efficiency at different levels (Virtual Machine, node, infrastructure and service levels) and for potential actions such as service deployment or VM deployment, migration or cancellation. This publication provides a mathematical formulation for the previous aspects, as well as the design of a CPU utilisation estimator used to calculate the aforementioned forecasts. The correct adjustment of the estimators’ configuration parameters has been proved to lead to considerable precision improvements. When running Web workloads, estimators focused on noise filtering provide the best precision even if they react slowly to changes, whereas reactive predictors are desirable for batch workloads. Furthermore, the precision when running batch workloads partially depends on each execution. Finally, it has been observed that the forecasts precision degradation as such forecasts are performed for a longer time period in the future is smaller when running web workloads.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Over the last years, Cloud computing has become a consolidated computing paradigm that allows sharing different kinds of resources over the network in an automated way. Infrastructure as a Service (IaaS) providers offer low level computing resources on which the user can run its own software, typically in the form of Virtual Machines (VMs) and Virtual Local Area Networks (VLANs) established between them. The use of VMs allows the creation of services that can ask for more or less resources depending on their instantaneous demand variation (scalability). For instance, by simply adding a new VM replica to an already existing service, it can process the requests of a bigger number of users of that service. Another advantage of using VMs is that they offer the possibility to be migrated from one physical host to another without stopping its execution, transparently to the user.

Back in 2006, the annual energy consumption of the datacenters in the United States was already of about 61 Billion kWh, which is equivalent to the energy consumed by 5.8 million average US households [1]. From that year, this amount of energy has significantly increased. What is more, given that most of the energy produced in the US and around the world comes from burning coal and natural gas [2], the datacenter’s energy consumption has a direct impact on climate change [3].

An individual IaaS provider typically owns a very large number of physical hosts, where the different users’ VMs are deployed. Altogether, they consume a massive amount of energy which represents about 30% of their datacenter’s operating expenses [4]. Moreover, IaaS providers have to pay fines if their carbon footprint exceeds the limits imposed by international regulations such as the Kyoto Protocol [5]. As a consequence, IaaS providers have a great interest in reducing the total power consumption of their physical hosts.

Each server has a power consumption that is not proportional to its resource utilisation. Even though the power consumption
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grows linearly with regards to its utilisation [6], if the host is not used it still has an associated idle power consumption. Using VM migration, multiple VMs can be consolidated into a single physical server and the remaining idle servers can be turned off, avoiding their idle power consumption and therefore reducing the overall datacenter’s energy consumption.

Until recently, IaaS providers only cared about providing the required performance to their users, regardless of the incurred energy consumption. Green Cloud computing is envisioned to achieve efficient processing while minimising the energy consumption [7]. Energy efficiency is defined as the ratio between the useful output of a process and the energy input to this process [8]. It is a generic term which can be applied in multiple fields, but when talking about Green Cloud computing, improving the energy efficiency refers to using less energy to produce the same amount of services or useful output. Therefore, the ultimate target of Green Cloud computing is maximising the energy efficiency.

IaaS providers need tools to measure and predict the energy efficiency of their infrastructure in real time (this includes the performance and the power being delivered), as well as the generated carbon emissions. The current available tools are in fact benchmarks which are able to evaluate the energy efficiency of a node or set of nodes in offline mode, but they are not able to evaluate it in real time while executing general applications, or to predict it for a given amount of time in the future. Some publications use real-time metrics affecting the energy efficiency to drive their VM placement algorithms, but not the energy efficiency itself. What is more, IaaS providers use VM placement algorithms which need to know what will be the impact of performing a VM deployment/migration/cancellation on the infrastructure’s energy efficiency in order to optimise it. Even though some of these calculations have been addressed by the related literature, they have been only evaluated in simulated environments, but no tools have been provided to IaaS providers to gather such information.

In this context and taking into account the limitations of the current available tools, the present publication tackles the following innovations:

- Develop mechanisms to assess and forecast the energy efficiency and the ecological efficiency of a Cloud IaaS provider’s infrastructure in real time. Different levels will be considered: infrastructure level, node level, service level and VM level.
- Develop mechanisms to predict the energy and ecological efficiency of a Cloud IaaS provider infrastructure for potential actions, including: service deployment, VM deployment, VM migration and VM cancellation.
- Develop a mechanism to estimate the future CPU utilisation of a VM.

The present publication is structured as follows. Section 2 provides the necessary background and exposes the related work. Section 3 contains all the mathematical models developed to evaluate and forecast the energy efficiency at different levels for the current status of the provider, as well as to forecast it for potential actions. In Section 4, the description of the CPU estimator indirectly used when predicting the energy efficiency can be found. The developed tool is evaluated in Section 5 using two kinds of realistic workload: web and batch. The configuration parameters of the CPU estimator are also tuned in order to obtain a good precision when forecasting the energy efficiency of the infrastructure. Finally, in Section 6, the conclusions drawn from this work and future research lines are presented.

2. Background and state of art

2.1. Background

Along with the outburst of Cloud computing came a surge of interest in Green Computing. The latter is a field where the engineers and developers try to optimise the energy efficiency of various computing processes either by intervening into the hardware or the software architecture.

A tool to measure the energy and ecological efficiency (see Section 3) has been developed as a component called the Ecoefficiency Tool, as part of the OPTIMIS project [9] (Optimized Infrastructure Services, FP7-ICT-2009-5 program). A preliminary version was introduced in [10] and has been extended and improved in this publication. If a service (a set of VMs performing a collaborative task) is accepted by an IaaS provider, an OPTIMIS component called Virtual Machine Manager (VMM) evaluates what is the best node to deploy each of the VMs of the service, considering the Business Level Objective (BLO) of the provider. If the BLO seeks to maximise the energy/ecological efficiency of the infrastructure, the VMM will choose the destination node that maximises the infrastructure’s energy/ecological efficiency if the VM is deployed in it. When the node to host a particular VM has been chosen, the VMM issues the VM creation by sending its VM description to the virtualisation middleware. The Ecoefficiency Tool continuously monitors the current and future energy/ecological efficiency of the infrastructure, and notifies higher-level components if a potential threshold violation is expected to happen, so corrective actions (such as VM migration) can be taken in advance. The performed predictions need to be as accurate as possible in order to avoid unnecessary and incorrect notifications. This is the reason why the conducted experimentation has been focused on trying to maximise the precision of the tool when performing these forecasts. Additional actions like VM deployment or cancellation can also be considered for service scalability. Its impact in the infrastructure’s energy/ecological efficiency can be calculated using the methods described in Section 3.2.

The Ecoefficiency Tool calculates/predicts the energy/ecological efficiency using three kinds of data types: performance, CPU utilisation and power data. We have adopted the MWIPS metric to measure the performance, which refers to the Millions of Whetstone Instructions per Second performed with respect to those performed by a SPARCstation 20-61 with 128 MB RAM, a SPARC Storage Array, and Solaris 2.3. The MWIPS of each physical node have been measured using the UnixBench benchmark [11]. The CPU utilisation data is captured in real time using the virt-top utility [12]. The power data is obtained in real time from a power sensor using the SNMP protocol.

The PUE or Power Usage Effectiveness is defined in [13] as the ratio between the total power consumed in a datacenter (PDc) and the power delivered to the computing infrastructure (PIT). As exposed in [14], PDr actually depends, among others, on the temperature of the cold air supplied by the air conditioning to the infrastructure room (Tc), which also influences the PUE. For a fixed Tc, the total power consumption of the datacenter grows linearly by a factor of PUE with regards to the IT power consumption PDr. Even though Tc could be modified and thus the PUE would vary, our assessments and forecasts are made for much smaller periods than the ones in which Tc varies. In addition, as exposed in [13], different datacenters normally have different PUE values. However, we address the calculation of the energy efficiency at different levels for a single datacenter of an IaaS provider. For these reasons, the PUE can be considered as a constant in all the formulas.

The mathematical models described in this paper will be validated with different workload types. In particular, we differentiate between interactive and batch workloads:

- Interactive workloads have a variable amount of work to perform, which consists of a number of client transactions to process in a given instant. Therefore, resource utilisation for interactive workloads is highly variable over time, as it depends on the number of simultaneous clients interacting with the sys-
tem and on the particular interaction that each client performs. In our experimentation, we have used an interactive workload emulating the arrival of client’s requests at a Web server over several days.

- Batch workloads consist of a collection of tasks that are submitted to a task scheduler, that decides when/where to execute them and keeps them in a queue in the meanwhile. These tasks have a predefined amount of work to be performed, which is known since the beginning of their execution. Once this work has been processed, the task ends. Normally, a task is processed as fast as the machine executing it can cope with. For computing-intensive tasks such as the ones from HPC, the utilisation of each CPU executing a task tends to be around 100% during its execution. So, even though the global resource utilisation will vary over time (as new tasks begin their execution and old tasks finish), the utilisation of the CPUs executing a particular task will be quite stable during its execution. In our system validation, we have used an HPC batch workload executing computing-intensive tasks whose arrival times follow a Poisson distribution.

As part of the experimentation, we needed a way to compare the precision of different CPU utilisation predictors under several configuration parameter values. We also needed a way to evaluate the degree of agreement between the performed infrastructure energy efficiency forecasts for a given time and the assessment value at that same time, to see if the previously made forecasts had been accurate. Several metrics were initially considered to this end: the Mean Absolute Error (or MAE), the Coefficient of Determination (or $R^2$) and the Concordance Correlation Coefficient (or CCC).

The MAE can be used to measure the average numerical closeness between assessments and forecasts. The MAE between two vectors of length $N$ can be calculated as in Eq. (1). However, as discussed in [15], these measures are not standardised nor bounded and depend on data unit and scale. As it will be seen, we have compared the precision of the predictors with two different workloads that cause different resource utilisation levels. A difference of 5% of CPU utilisation on workloads whose mean value is around 100% would be much more relevant if the mean value was around 50%. So, as we need a metric that is comparable across workloads with different utilisation levels, the MAE was discarded.

$$\text{MAE} = \frac{1}{N} \sum_{n=1}^{N} |x_n - y_n| = \frac{1}{N} \sum_{n=1}^{N} |e_n|. \quad (1)$$

The $R^2$ measures the proportion of the total variation of variable $y$ explained by variable $x$ (see Eq. (2)). In this case, $R^2$ is a bounded metric between 0 and 1 (a value of 1 meaning perfect correlation), and would be appropriate to compare between workloads with different utilisation levels, contrarily to MAE. However, as also exposed in [15], it is not considered appropriate to measure data agreement, since it fails to measure the actual difference between the two datasets. For instance, datasets $A = \{1,2,3\}$ and $B = \{1,2,3\}$ would have a $R^2$ of 1, but also datasets $A$ and $C = \{110,210,310\}$ (being $C = 100A + 10$). We need to use a metric that actually measures how identical two datasets are, in terms of agreement and difference between the predictions and the real values. So, $R^2$ was also discarded.

$$R^2 = \frac{\sum_{n=1}^{N} (x_n - \bar{x})(y_n - \bar{y})}{\sum_{n=1}^{N} (x_n - \bar{x})^2 \sum_{n=1}^{N} (y_n - \bar{y})^2}. \quad (2)$$

The CCC described in [16] also measures the agreement between two variables and can be used to evaluate the degree of agreement among raters. Its formula is provided in Eq. (3). A value of the CCC of 1.0 indicates perfect agreement, $-1.0$ indicates perfect reverse agreement and a value of 0 corresponds to no agreement. As with the MAE, it is sensible to differences between the two variables being compared, but as the $R^2$, it is a bounded metric which does not depend on data unit or scale. For example, when comparing the previous A and B datasets, CCC has a value of 1, whereas when comparing datasets A and C it is 0.0137. So, the CCC has both the advantages of the MAE and the $R^2$ and meets our requirements: measures agreement and difference between the predictions simultaneously. Therefore, we have chosen this metric to evaluate precision in the conducted experiments.

$$\rho_c = \frac{2 \cdot s_{xy}}{s_x^2 + s_y^2 + (\bar{x} - \bar{y})^2}, \quad \text{where:} \quad (3)$$

$$\bar{x} = \frac{1}{N} \sum_{n=1}^{N} x_n$$

$$s_x^2 = \frac{1}{N} \sum_{n=1}^{N} (x_n - \bar{x})^2$$

$$s_y^2 = \frac{1}{N} \sum_{n=1}^{N} (y_n - \bar{y})^2$$

$$s_{xy} = \frac{1}{N} \sum_{n=1}^{N} (x_n - \bar{x})(y_n - \bar{y})$$

2.2. State of the art

In the last years there have been several efforts that introduced the concept of energy efficiency into the Cloud computing field and proposed related solutions and concepts.

In [17] different hardware configurations’ impact on energy consumption and performance for typical applications are evaluated, and it is concluded that different workloads need different hardware configurations to achieve performance and energy efficiency. What is interesting of this publication is that in order to obtain energy efficiency assessments which can be compared across different workloads, a metric of the form $\text{MWIPS}$ (see Section 2.1) will be used in this publication. While in [17] the evaluated energy efficiency was in the form of read/write operations per Joule, this publication assesses the amount of computation power delivered per unit of real power consumed by the node.

The Storage Performance Council (SPC) also developed a couple of benchmarks which also evaluate the energy efficiency of a storage subsystem [18]. They report the energy efficiency with a metric of the form $\frac{T}{W}$, where $T$ are the I/O operations per time unit s and per electricity consumed $W$ in Watts. In these benchmarks, the energy efficiency is evaluated at a limited number of intermediate load levels. In this publication, the energy efficiency is evaluated for all possible load levels.

The Transaction Processing Performance Council (TPC) released a benchmark which allowed to measure the energy consumption corresponding to the work performed by some of their own performance benchmarks, and to merge both performance and energy information to produce a metric of the form $\frac{W}{s}$, where the electricity (W) per time unit (s) is divided by the total amount of transactions (T) [18]. So, in this case the energy efficiency definition is presented inverted with regards to the formulations of the previously referred publications.
Finally, the Standard Performance Evaluation Corporation (SPEC) has also released benchmarks to measure the energy efficiency of a system executing a server side Java application and of a system emulating a web server serving different kinds of web workloads [18]. These benchmarks also evaluate the consumed energy and performance at multiple load levels. The provided metric is of the form \( T_{\text{CPU}} \), where \( T \) can represent server side Java operations or web transactions, depending on the benchmark. Of all the related work, this metric for energy efficiency is the most similar to the one studied in this publication.

So far, only benchmarks to measure the "offline energy efficiency" of a given application have been considered in the current literature, but there are no tools to measure the real time energy efficiency of a system. Moreover, what is interesting from an IaaS provider point of view is to be able to maximise the energy efficiency of its infrastructure, and to do that it needs tools to predict the future energy efficiency that it will have. This is also not addressed by the analysed benchmarks. This is actually one of the main innovations of the present publication: being able to assess and predict the real time energy efficiency of the infrastructure.

Energy efficiency assessments and forecasts can be used by placement algorithms in order to maximise the energy efficiency of the infrastructure. In [19] two task consolidation algorithms targeted for batch applications take into account resource utilisations and power consumptions when deciding in which node a task must be run. The provided energy efficiency metric in this publication can be used by VM placement algorithms independently of the underlying workload type (web, batch, etc.). Moreover, the resource utilisation incurred by a given VM (or task) is not the same if it runs in nodes with different characteristics. Therefore, we consider performance as the universal metric which can be translated for each specific node into resource utilisation and in turn into power consumption. Furthermore, the algorithms in [19] perform placement optimisation when a task has to be scheduled to a particular node, but not during its execution. In Cloud computing environments, tasks can be encapsulated in VMs, which can be migrated while running. So, the impact of migrating a VM on the infrastructure’s energy efficiency has to be studied in order to allow placement algorithms to take it into consideration. This way, energy efficiency can be optimised not only during VM deployment but also during VM execution.

The authors in [7] present a resource management technique for Cloud datacenters that leverages from energy efficiency measurements. The solution proposed mainly focuses in minimising the energy consumption by migrating and consolidating VMs while keeping the QoS level as high as possible. The findings of that experiment showed that there is great potential in reducing the energy consumption by optimising the resource management in a Cloud infrastructure.

While the previously described benchmarks in [18] are used to measure the offline energy efficiency of a node or set of nodes, the algorithm described in [20] considers real-time metrics, but not the energy efficiency itself. It actually considers metrics which potentially affect the energy efficiency. In this publication, the energy efficiency is directly considered as both the delivered performance and power are measured using real-time metrics and power-measuring devices.

Multiple power models describing the power consumption of a server by using different metrics and relationships between them can be found in literature. For instance, in [21] a linear power model relating CPU utilisation to power is used. Authors in [6] also use a power model that predicts the total system power based on the CPU utilisation. They compare a simple linear model like the one presented in [21] with their own proposed non-linear empirical one, which is based on a calibration parameter that minimises the squared error of the power measurements vs. the predicted ones. Even though they achieve a high precision using this non-linear model, the experimentation only shows results for dual-core processors. Similarly, non-linear models have been demonstrated in [22] to provide high accuracy (better than linear models) for system power prediction, even for multi-processor systems.

According to this, we plan to extend our power model in order to be non-linear. Whereas this will enhance the accuracy of the model, it will also increase the computation cost and the complexity of the formulation. Most of the exposed formulas in Section 3 that calculate the power consumption at different levels consider the power model as a black box. These formulas can directly use a non-linear model without any adaptation. However, the formulation of Sections 3.2.2, 3.2.3 and 3.2.6 assume a linear model based on CPU utilisation, since this allows for a simple and quick estimation of the energy efficiency for situations in which the destination nodes of the VMs being deployed/migrated are not known beforehand. The rationale of these formulas should be reconsidered if a non-linear model is used.

Authors in [23] argue that even though the CPU has been considered the most power-consuming component of a system, memory power consumption is likely to be equally or even more important in the future. They also highlight that more than 30–40% of the power is spent on the rest of the system components, including the disk and the network, among others. The power model they present is more complex than the two previously exposed in the sense that it uses additional system metrics to derive it, including CPU utilisation, off-chip memory access count, hard disk I/O rate, and network I/O rate. This approach of considering the power consumption of other system components apart from the CPU fits better with the heterogeneous nature of the workloads executed in current datacenters, and for this reason, we will consider such a model in our future work. Note that this change will imply a higher system complexity because we need to keep track of a greater amount of metrics of the system and the VMs being executed, and we must be able to predict each of them in order to use the model to predict the power consumption.

It also has to be observed that both in [19,7] the evaluation of the models is performed by means of simulation, and not with real experimentation. In [20], they actually conduct their experimentation on a state of the art testbed. The experimentation of this publication has also been conducted on real physical servers, using real CPU utilisation and power data.

So, tools to evaluate the energy efficiency at real time during VM operation and to be able to consider the possibility of performing VM deployments/undeployments or migrations are needed by Cloud providers in order to optimise the energy efficiency of their infrastructure. Taking into consideration the exposed requirements, additional effort has been put in the present work to allow the EcoEfficiency Tool to forecast the infrastructure’s energy efficiency for a variety of potential actions, which can then be used by VM placement algorithms to maximise the energy efficiency in real time.

3. Assessment and forecast of the eco-efficiency for infrastructure providers

As stated in Sections 1 and 2, VM placement algorithms need to know the energy efficiency at which a node or a set of nodes are running. Some service contracts might also establish constraints regarding the minimum energy efficiency that a VM or the whole service should accomplish. What is more, these algorithms also need to know what will be the effect of performing certain actions (such as VM deployment, migration, and cancellation or service deployment) on the energy efficiency of the whole infrastructure.

Energy efficiency is defined as the ratio between the useful work performed and the energy consumed to do it [8]. Note that this definition is equivalent to the ratio between the amount of work
performed each second (performance) and the power delivered during that second (see Eq. (4)).

$$\text{EnEf} = \frac{\text{Useful work}}{\text{Energy} \, [J]} = \frac{\text{Useful work}}{\frac{\text{energy} \, [J]}{s}} = \frac{\text{Performance}}{\text{Power} \, [W]} \cdot$$  \hspace{1cm} (4)

Following this last definition, our aim is to obtain a formula which evaluates this relationship at physical node level in the first place (Section 3.1.1). The obtained formula will then be extended to obtain similar definitions for the remaining levels of our interest: infrastructure level (Section 3.1.2), virtual machine level (Section 3.1.3) and service level (Section 3.1.4).

An IaaS provider can be interested in having energy efficiency information for all of the aforementioned levels, as it can be used by its placement algorithms. These algorithms will make decisions in order to optimise, among other things, the energy efficiency of the whole infrastructure while at the same time fulfilling the SLA agreements with the provider’s clients. However, a SaaS is only interested in the energy efficiency achieved by a given service, and not about the individual energy efficiency of the VMs comprising it or the nodes where they are being executed. Note that the performance units mentioned in Eq. (4) do not need to be the same when considered from an IaaS or a SaaS perspective. This aspect will be further discussed in Section 3.1.4.

The energy efficiency gives an idea of the performance delivered per unit of power being consumed, but it does not reflect the environmental impact caused to deliver that performance. The ecological efficiency tackles this aspect, as it evaluates the ratio between the useful work performed and the carbon dioxide emitted to do it, which is equivalent to the amount of work performed each second divided by the carbon dioxide emission rate (in $\frac{\text{gCO}_2}{\text{s}}$) during that second. This definition is very similar to the one of energy efficiency. In fact, it can be demonstrated (refer to [24] or [25]) that the ecological efficiency can be calculated out of the energy efficiency by using a conversion factor which depends on the amount of brown energy used by the provider, the origin of such energy mix (coal, gas, etc.) and the associated emissions to each energy source. Therefore, in this publication we will focus our study on the energy efficiency, because the ecological efficiency can be easily calculated out of it.

This section contains the description of the main research body conducted in this paper. In Section 3.1, the definition of energy efficiency is extended for each of the levels of interest of an IaaS provider: node, infrastructure, VM and service levels. Finally, Section 3.2 describes how to calculate the impact on the infrastructure energy efficiency if a VM is deployed, migrated or cancelled, or if a service is deployed. A summary of all the symbols used in this section of the paper can be found in Table 1.

### 3.1. Energy efficiency assessments and predictions

In the following subsections, different considerations concerning energy efficiency assessment calculations and predictions are discussed. As commented before, only the energy efficiency formulas and explanations will be tackled, as the ecological efficiency can be easily calculated with a conversion out of the energy efficiency. Section 3.1.1 introduces the methodology followed to evaluate and predict the energy efficiency of a single physical node of an IaaS, while Section 3.1.2 uses these results to do it at an IaaS level. In Section 3.1.3 these calculations are discussed when performed at VM level, while in Section 3.1.4 these results are used to assess and predict the energy efficiency of a service running on several VMs.

#### 3.1.1. Energy efficiency at node level

An IaaS is not interested on the kind of work being performed by the applications running in their infrastructure, but on the resource utilisation they incur in the system. So, from an IaaS point of view, the useful work per second carried out by a server running several VMs can correspond to the amount of computing performance delivered to them during that second, based on the assumption that the applications being run on the VMs are computing-intensive.

### Table 1: Summary of symbols used in Section 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{EnEf}$</td>
<td>Energy efficiency</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{node}, i}$</td>
<td>Current performance of node $i$ in Computing Units (CU)</td>
</tr>
<tr>
<td>$\text{VMs}$</td>
<td>Set of virtual machines, index $j$</td>
</tr>
<tr>
<td>$\text{VM}_{ij}$</td>
<td>Subset of virtual machines being executed in node $i$, index $j$</td>
</tr>
<tr>
<td>$U_{\text{CPU}}^{\text{node}, i}$</td>
<td>CPU utilisation of VM $j$ in node $i$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{max}, i}$</td>
<td>Maximum performance of node $i$ in Computing Units (CU)</td>
</tr>
<tr>
<td>$P_{\text{w},\text{node}, i}$</td>
<td>Current power consumption of node $i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Real power consumption of node $i$</td>
</tr>
<tr>
<td>$\text{PUE}$</td>
<td>Power Usage Effectiveness</td>
</tr>
<tr>
<td>$\text{EnEf}_{\text{node}, i}$</td>
<td>Energy efficiency assessment of node $i$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{node}, i}$</td>
<td>Forecasted performance of node $i$ in Computing Units (CU)</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Forecasted CPU utilisation of VM $j$ in node $i$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{node}, i}$</td>
<td>Forecasted power consumption of node $i$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Forecasted real power consumption of node $i$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Forecasted CPU utilisation of Domain-0 of node $i$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Forecasted energy efficiency value of node $i$</td>
</tr>
<tr>
<td>$\text{EnEf}_{\text{node}, i}$</td>
<td>Energy efficiency assessment of the whole IaaS provider infrastructure</td>
</tr>
<tr>
<td>$\text{nodes}$</td>
<td>Set of currently active nodes (when assessing) or potentially active nodes (when forecasting), index $i$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Forecasted energy efficiency value of the whole IaaS provider infrastructure</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Current performance of VM $j$ in Computing Units (CU)</td>
</tr>
<tr>
<td>$P_{\text{w},\text{VM}}^{\text{node}, i}$</td>
<td>Current power consumption of VM $j$</td>
</tr>
<tr>
<td>$U_{\text{CPU}}^{\text{node}, i}$</td>
<td>CPU utilisation of Domain-0 of node $i$</td>
</tr>
<tr>
<td>$n_i$</td>
<td>Number of VMs being executed in node $i$</td>
</tr>
<tr>
<td>$\text{EnEf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Energy efficiency assessment of VM $j$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Forecasted performance of VM $j$ in Computing Units (CU)</td>
</tr>
<tr>
<td>$P_{\text{w},\text{VM}}^{\text{node}, i}$</td>
<td>Forecasted power consumption of VM $j$</td>
</tr>
<tr>
<td>$\text{EnEf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Forecasted energy efficiency of VM $j$</td>
</tr>
<tr>
<td>$\text{EnEf}_{\text{serv}, k}$</td>
<td>Energy efficiency assessment of service $k$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{serv}, k}$</td>
<td>Forecasted energy efficiency of service $k$</td>
</tr>
<tr>
<td>$\text{services}$</td>
<td>Set of services, index $k$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{serv}, k}$</td>
<td>Forecasted energy efficiency of service $k$</td>
</tr>
<tr>
<td>$B$</td>
<td>Set of VMs executing batch workloads</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{VM}}$</td>
<td>Number of CPUs required by VM $j$</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Total number of CPUs in node $i$</td>
</tr>
<tr>
<td>$\text{fu}^{\text{node}, i}$</td>
<td>Current performance of VM $j$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Number of CPUs required by VM $j$</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Total number of CPUs allocated to services in node $i$</td>
</tr>
<tr>
<td>$I$</td>
<td>Set of VMs executing interactive workloads</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Historical performance recorded for VMs with similar characteristics as VM $k$</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{CPU}}^{\text{node}, i}$</td>
<td>Average performance per CPU in the whole IaaS provider infrastructure</td>
</tr>
<tr>
<td>$\text{N}$</td>
<td>Number of nodes of the whole IaaS provider infrastructure</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Minimum power consumption of node $i$ (when $U = 0%$)</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Total number of CPUs allocated to services in node $i$</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Additional number of CPUs as part of the new deployment (either of VM or service)</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{CPU}}^{\text{node}, i}$</td>
<td>Average incremental power consumption per CPU in the whole IaaS provider infrastructure</td>
</tr>
<tr>
<td>$\text{Perf}_{\text{VM}}^{\text{node}, i}$</td>
<td>Incremental power consumption per CPU in node $i$</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Number of CPUs required by service $k$</td>
</tr>
<tr>
<td>$\text{CPU}_{\text{node}}$</td>
<td>Boolean variable: equals to 1 if the provider owns all the certifications required in the Service Manifest</td>
</tr>
</tbody>
</table>
A first approach could be to evaluate the delivered computing performance per second as the amount of CPU time which has been assigned to the VMs running in the node during that second (amount of CPU utilisation). However, it is obvious that a 1990 computer with 50% of CPU utilisation will not give the same performance as a 2010 computer with the same CPU utilisation.

Possible metrics to measure the delivered performance per second could be MIPS or MFLOPS in this sense, given that they are independent of the underlying hardware and allows to compare the delivered performance per second in heterogeneous clusters. In particular, the MWIPS metric (Millions of Whetstone Instructions Per Second) is currently being used by the Eco-Efficiency Tool as it measures both integer and floating-point arithmetic performance. However, all these possible metrics will be referred in a general way as Computing Units (CU) throughout the rest of this paper. Therefore, a CU will relate to the amount of delivered performance per second.

The maximum computing power (performance per second) which can be delivered by a node is represented as Perf\(_{\text{max}}\), and can be measured as the number of CUs delivered by the node when its processes are running at full speed with 100% of CPU utilisation. By multiplying Perf\(_{\text{max}}\) by the sum of CPU utilisations (normalised to 1) incurred by the VMs running in the node, we can obtain the amount of computing power delivered by the node to the VMs (see Eq. (5)), assuming that the distribution of computing power among the VMs is proportional to their CPU utilisation. These assumptions are valid when running computing-intensive applications.

Note that the CPU utilisation of the privileged domain (named Domain-0 in Xen Hypervisor nomenclature) has not been included in this sum, since it is not considered to be useful work. In fact, it can be considered as the overhead needed to run them. Also observe that the CPU utilisation values range from 0 to 100 independently of the number of processors present in the node.

\[
\text{Perf}_{\text{node}} = \sum_{j=0}^{\text{VMs}} \frac{U_{\text{VM}j}}{100} \cdot \text{Perf}_{\text{max}}. \tag{5}
\]

On the other hand, the amount of power consumed by the node to execute these VMs along with the privileged domain corresponds to the real power and not to the apparent power, given that the real power reflects the energy really consumed and charged for by utilities [26]. It also needs to be taken into account the power overhead needed to run the node (cooling, lighting and power delivery losses). Following the definition of PUE exposed in Section 2.1, the total power consumption will be the real power consumed by the node multiplied by the PUE of the datacenter. Therefore, the total power consumption incurred by the node, including overheads, is depicted in Eq. (6).

\[
P_{\text{uR node}} = R_i \cdot \text{PUE}. \tag{6}
\]

Taking into consideration Eqs. (5) and (6), the energy efficiency of a node from an IaaS point of view can be calculated using Eq. (7).

\[
\text{EnEf}_{\text{node}} = \frac{\text{Perf}_{\text{node}}}{P_{\text{uR node}}}. \tag{7}
\]

One way to forecast the node energy efficiency for a given time in the future would be to keep track of the previous assessment results and extrapolate them using a linear regression. However, this approach does not take into account that the VMs running in a particular host can have completely independent behaviours. In order to overcome this problem, each of the variable terms of Eqs. (5) and (6) are predicted separately. Then, the energy efficiency is forecasted using the same relationship as in Eq. (7).

On the one hand, the CPU utilisations of each VM and the Domain-0 are forecasted using an estimator which combines four prediction methods: moving average, linear regression, exponential smoothing and double exponential smoothing (see Section 4). Each CPU estimator uses as an input the previous CPU utilisation samples of the VM and outputs the best CPU utilisation forecast based on the last errors obtained by each of the prediction methods. Note that each VM/Domain-0 uses an independent CPU estimator. The node’s maximum computing performance Perf\(_{\text{max}}\) will remain constant, as it is inherent to the node. Therefore, the performance forecast of a node can be calculated as exposed in Eq. (8).

\[
\tilde{\text{Perf}}_{\text{node}} = \sum_{j=0}^{\text{VMs}} \frac{\tilde{U}_{\text{VM}j}}{100} \cdot \text{Perf}_{\text{max}}. \tag{8}
\]

On the other hand, the node’s real power consumption can be estimated by using an offline power characterisation of the node, like in [6], and evaluating it for the total forecasted CPU load. This characterisation is depicted as function \(\tilde{R}_i(U_i)\), which gives as an output the estimated real power consumption in Watts of node \(i\) for a given CPU utilisation in the range of 0–100, independently of its number of cores (refer to the power model in [24] for more details). The PUE is inherent to the datacenter and can be assumed to be invariant for short time elapses (see Section 2.1). Considering these two exposed factors, the forecasted total power consumption incurred by the node, including overheads, can be calculated as in Eq. (9). Note that the Domain-0 forecasted CPU utilisation (\(\tilde{U}_{\text{VM}}\)) also has to be considered in the estimation of the real power consumption as it is part of the CPU utilisation of the physical node.

\[
\tilde{P}_{\text{uR node}} = \tilde{R}_i \left( \tilde{U}_0 + \sum_{j=0}^{\text{VMs}} \tilde{U}_{\text{VM}j} \right) \cdot \text{PUE}. \tag{9}
\]

Finally, the predicted node energy efficiency can be calculated using Eq. (10). This approach accounts for the different behaviour of the VMs running in a particular host.

\[
\tilde{\text{EnEf}}_{\text{node}} = \frac{\tilde{\text{Perf}}_{\text{node}}}{\tilde{P}_{\text{uR node}}}. \tag{10}
\]

3.1.2. Energy efficiency at infrastructure level

In order to describe the energy efficiency at infrastructure level following the general definition in Eq. (4), the total performance and power delivered by all the nodes of the infrastructure must be calculated. Using Eqs. (5) and (6), this calculation is very simple and the resulting energy efficiency formula at infrastructure level results as depicted in Eq. (11).

\[
\text{EnEf}_{\text{infra}} = \frac{\sum_{i=0}^{\text{nodes}} \text{Perf}_{\text{node}}}{\sum_{i=0}^{\text{nodes}} P_{\text{uR node}}}. \tag{11}
\]

Following the same reasoning as in Eq. (11), the forecasted energy efficiency at infrastructure level can be calculated by forecasting each of the terms of Eq. (11), which in fact means using Eqs. (8) and (9) to build the final formula, resulting in Eq. (12).

When issuing the calculation of this forecast, though, the placement algorithm might consider the possibility of switching on new nodes or even switching off unused ones. In this case, the set nodes will consist of the potentially active nodes for the forecast, that is, the subset of nodes which will be operating at the time for which the forecast is done.

\[
\tilde{\text{EnEf}}_{\text{infra}} = \frac{\sum_{i=0}^{\text{nodes}} \tilde{\text{Perf}}_{\text{node}}}{\sum_{i=0}^{\text{nodes}} \tilde{P}_{\text{uR node}}}. \tag{12}
\]

3.1.3. Energy efficiency at VM level

The useful work carried out by a VM from an IaaS perspective corresponds to the fraction (normalised \(U_{\text{VM}}\) perspective) of the maximum
performance of the node where it is running (\( \text{Perf}_{\text{max}} \)) consumed by this VM, as depicted in Eq. (13).

\[
\text{Perf}_{\text{VM}, l} \mid l \in \text{VMs}_i = \frac{U_{\text{VM}, l}}{100} \cdot \text{Perf}_{\text{max}}.
\]

(13)

In order to determine the approximate power consumption incurred by a VM, its proportional part of the total power consumption \( R_i \) of the node where it is being executed is derived based on the CPU utilisation of the VM, including overheads. This proportional distribution with regards to the CPU utilisation is accomplished with the second term of Eq. (14). As in [26], a linear relationship between a node’s real power consumption and its total CPU utilisation is assumed. Since Domain-0’s CPU utilisation is required to run all of the \( n \) VMs being executed in node \( i \), it is considered as an overhead which is uniformly distributed between them. Therefore, the real power consumption of a VM corresponds to the first two terms of Eq. (14), which is in turn multiplied by the datacenter’s PUE in order to determine the total amount of power needed to run the VM in the provider’s premises.

\[
P_{\text{wr,VM}, l} \mid l \in \text{VMs}_i = R_i \cdot \frac{U_{\text{VM}, l}}{U_0} + \frac{\sum_{j \in \text{VMs}_i} U_{\text{VM}, j}}{n} \cdot \text{PUE}.
\]

(14)

The energy efficiency of a VM can be calculated, using the results of Eqs. (13) and (14), as in Eq. (15).

\[
\text{EnEf}_{\text{VM}, l} \mid l \in \text{VMs}_i = \frac{\text{Perf}_{\text{VM}, l} \mid l \in \text{VMs}_i}{P_{\text{wr,VM}, l} \mid l \in \text{VMs}_i}.
\]

(15)

As in Section 3.1.1, the forecasted VM energy efficiency can be computed by estimating both the performance and the power consumption for that particular time in the future. The performance delivered in the future only depends on the future CPU utilisation that this VM will cause in the node where it runs and on the maximum performance which this node can deliver, which is inherent to the node and remains constant, as shown in Eq. (16).

\[
\text{Perf}_{\text{VM}, l} \mid l \in \text{VMs}_i = \frac{\tilde{U}_{\text{VM}, l}}{100} \cdot \text{Perf}_{\text{max}}.
\]

(16)

The future power consumption of a VM corresponds to the proportional part of the future real power consumption of the node where the VM is running. As in Eq. (9), the future real power consumption of the node is obtained from the offline power model described in [24], using as input parameter the sum of all the forecasted CPU utilisations of all the VMs running in the node, as well as Domain-0’s one (estimated as previously described in Section 3.1.1). The proportional factor which describes the part of this power consumed by the VM is calculated as in Eq. (14), by forecasting all of its terms. The resulting consumed power is multiplied by the datacenter’s PUE (can be considered constant for short time elapses, see Section 2.1) to account for the extra power needed to sustain the infrastructure, finally resulting in Eq. (17).

\[
P_{\text{wr,VM}, l} \mid l \in \text{VMs}_i = \tilde{R}_i \left( \frac{\tilde{U}_0}{U_0} + \frac{\sum_{j \in \text{VMs}_i} \tilde{U}_{\text{VM}, j}}{n} \right) \cdot \frac{\tilde{U}_{\text{VM}, l}}{U_0} + \frac{\sum_{j \in \text{VMs}_i} U_{\text{VM}, j}}{n} \cdot \text{PUE}.
\]

(17)

Using the results of Eqs. (16) and (17), the expected energy efficiency of a VM can be calculated as in Eq. (18).

\[
\text{EnEf}_{\text{VM}, l} \mid l \in \text{VMs}_i = \frac{\text{Perf}_{\text{VM}, l} \mid l \in \text{VMs}_i}{P_{\text{wr,VM}, l} \mid l \in \text{VMs}_i}.
\]

(18)

### 3.1.4. Energy efficiency at service level

A service is a set of components which can interact between them in order to provide a complete functionality to a client. Usually, these components are encapsulated in a set of VMs which can run in different hosts. Therefore, the energy efficiency of a service can be calculated as the sum of the performance delivered to all the VMs composing the service divided by the sum of their power consumption. Eq. (19) summarises this idea.

\[
\text{EnEf}_{\text{ser}, f} = \frac{\sum_{j \in \text{ser}_f} \text{Perf}_{\text{VM}, j} \mid j \in \text{VMs}_i}{\sum_{j \in \text{ser}_f} P_{\text{wr,VM}, j} \mid j \in \text{VMs}_i}.
\]

(19)

In order to calculate the energy efficiency of a service for a future time, each of the delivered performance and power terms present in Eq. (19) must be predicted, resulting in Eq. (20).

\[
\text{EnEf}_{\text{ser}, f} = \frac{\sum_{j \in \text{ser}_f} \text{Perf}_{\text{VM}, j} \mid j \in \text{VMs}_i}{\sum_{j \in \text{ser}_f} P_{\text{wr,VM}, j} \mid j \in \text{VMs}_i}.
\]

(20)

Note that a SaaS provider can select multiple IaaS providers to run different partitions of a given service. Locally, each IaaS provider will assess and forecast the energy efficiency of each service partition as described in Eqs. (19) and (20), given that an IaaS provider is not necessarily aware that it is running just a partition of a wider service. The SaaS provider will use the same formulas, but it will have to separately ask each IaaS provider for the total performance and power being delivered to the service partition (a subset of VMs of the whole service) deployed in that particular IaaS provider, and aggregate all the performance and power deliveries separately in order to calculate the overall service’s energy efficiency.

The approach described in this subsection can be useful for both IaaS and SaaS providers during service operation because it gives an idea of the computing power delivered to the service by Watt consumed. However, SaaS providers can be also interested in the performance delivered by the application in terms of application metrics like response time or throughput instead of the CPUs it consumes. In this case, in order for a SaaS to assess and forecast the energy efficiency of a given service during its operation, it needs to know the power consumed by the VMs comprising it (or its estimation when forecasting the energy efficiency), so it can come up with metrics like throughput per Watt consumed, or session rate per Watt consumed.

### 3.2. Energy efficiency predictions for potential actions

In the following subsections, the mathematical models used to predict the energy efficiency impact on the infrastructure of an IaaS provider when performing actions such as VM or service deployment, VM cancellation and VM migration are discussed. Different variants of the VM deployment and migration, for unknown and known destination nodes, are presented. Depending on how the IaaS provider operates and of each particular use case, it may use one version or the other, or even both. They might be possibly used in a different order from the one used to expose them in this publication. However, we have chosen this order since later section formulations are based on those presented in the previous sections.

We envision several use cases in which the formulations presented in the following subsections can be used:

- If a SaaS provider issues the deployment of a new service, it will require knowing what the delivered energy efficiency to this service will be, while the IaaS provider will need to know how this service deployment will impact in its infrastructure energy efficiency. Section 3.2.3 covers these aspects.
• When a service is already running, the SaaS provider might consider replicating some of its VMs to be able to cope with extra concurrent users. When requested to create a new VM instance, the IaaS provider can perform a rough evaluation on the energy efficiency impact of performing such an action by using the calculations of Section 3.2.2. If the new VM is finally accepted, the IaaS provider’s VM placement algorithm can decide at which node it should be deployed to maximise the energy efficiency using the calculations provided in Section 3.2.1.
• When a VM is found to be idle, the IaaS provider can consider turning it off (if this action still fulfils the service SLAs). The IaaS provider can study the impact on the infrastructure energy efficiency of cancelling that VM using the calculations of Section 3.2.4.
• During its operation, an IaaS provider might reach a situation in which several nodes are used far below their maximum capacity. In such a context, it might consider migrating the VMs of one node to another so it can turn off the first one. It can perform a rough but quick estimation of the impact that migration will have on the infrastructure energy efficiency by using the calculations of Section 3.2.6, without still deciding to which particular node this VM will be migrated. If the IaaS provider finally decides to migrate the VM, its VM placement algorithm can use the calculations provided in Section 3.2.5 to decide at which destination node should the VM be migrated to in order to maximise the infrastructure energy efficiency.

### 3.2.1. VM deployment (known placement)

A VM is the minimal deployable unit in an IaaS provider infrastructure. A VM can be deployed as part of a new service deployment or as part of a running service. During a given service operation, its virtual machines suffer variations in the resource demand depending on the users’ workload or the amount of parallel tasks waiting to be executed. In some situations, these VMs become overloaded and may need to be replicated to cope with the extra load.

If a VM deployment takes place when the global power consumption and thereby energy associated costs will increase. One could aim for the energy efficiency of the infrastructure by using consolidation, but if the replicated VMs cannot fit in the currently active physical hosts, new physical hosts will have to be turned on and then the global energy efficiency will decrease. So, the impact of deploying a VM in terms of energy efficiency of the whole infrastructure needs to be predicted. In this section, this aspect is calculated for a context where the destination node is known.

The total computing performance delivered by the infrastructure will correspond to the one which would be delivered if no changes were made plus the extra performance delivered to the newly created VM (Eq. (21)). This second term depends on the workload type that will be executed inside the newly deployed VM (interactive or batch workloads, refer to Section 2.1).

\[ Perf_{\text{inf}} \mid VM_i \text{ depl}_{\text{dist}} = \sum_{i \in \text{nodes}} Perf_{\text{node}_i} + \text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}}. \]  

(21)

VMs executing batch tasks such as HPC ones normally use as many resources as they are provided. A batch VM will use the received CPUs at full utilisation. So, if a node has a maximum performance of Perf\(_{\text{max}}\) when using all of its CPU\(_{\text{node}}\), CPUs, a batch VM of CPU\(_{\text{VM}}\) CPUs will receive the performance depicted in Eq. (22).

\[ \text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}} \wedge \text{VM}_i \in B = \text{Perf}_{\text{max}} \cdot \frac{\text{CPU}_{\text{VM}_i}}{\text{CPU}_{\text{node}_{\text{dist}}}}. \]  

(22)

A similar reasoning is applied when the VM to be deployed executes an interactive workload, as displayed in Eq. (23). In this case, however, it must be considered that interactive workloads do not necessarily saturate the assigned CPUs. In fact, their resource utilisation is proportional to the amount of concurrent clients accessing their hosted application(s), which typically depends on the time and day of the week. In this scenario, the best estimation of the performance that the VM will require should be based on previous observed performance measurements of previously deployed VMs executing similar interactive workloads (\(\text{Perf}_{\text{VM}_{\text{hist}}},\)). This measurement should be consistent with the time and the day of the week for which the prediction is being made. Alternatively, this information could be also provided by the owner of the service. It must also be taken into account that in certain nodes, the required performance might exceed the maximum one that the node can provide to a given number of CPUs. The VM will never receive more than this maximum performance. This aspect is addressed with the \(\text{min}(\cdot)\) function within the formula.

\[ \text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}} \wedge \text{VM}_i \in I = \min\left(\text{Perf}_{\text{VM}_{\text{hist}}}, \text{Perf}_{\text{max}} \cdot \frac{\text{CPU}_{\text{VM}_i}}{\text{CPU}_{\text{node}_{\text{dist}}}}\right). \]  

(23)

The power consumption of all the nodes of the infrastructure excluding the destination node will follow their natural trend, independently of the VM deployment. Only the trend in the power consumption of the destination node will be affected. The offline power model of [24] is used to predict the power of the destination node (other models relying in different metrics could be used as well). In this case, the input to the model will consist of the future CPU utilisation of the privileged domain (Domain-0) and those of the already running VMs (which will follow their original trend), plus the additional CPU utilisation caused by the new VM (\(100 \cdot \frac{\text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}}}{\text{Perf}_{\text{VM}_{\text{max}}}}\)), where \(\text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}}\) is calculated as in Eqs. (22) or (23), depending on the workload type.

\[ \text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{dist}} \wedge \text{VM}_i \in I = \min\left(\text{Perf}_{\text{VM}_{\text{hist}}}, \text{Perf}_{\text{max}} \cdot \frac{\text{CPU}_{\text{VM}_i}}{\text{CPU}_{\text{node}_{\text{dist}}}}\right). \]  

(23)

Finally, the energy efficiency of the provider’s infrastructure if a VM \(i\) is deployed into a given destination node can be calculated as in Eq. (25).

\[ \text{EnEff}_{\text{inf}} \mid VM_i \text{ depl}_{\text{dist}} = \frac{\text{Perf}_{\text{inf}} \mid VM_i \text{ depl}_{\text{dist}}}{\text{Perf}_{\text{inf}} \mid VM_i \text{ depl}_{\text{dist}}}. \]  

(25)

### 3.2.2. VM deployment (unknown placement)

In this subsection, the forecasted energy efficiency of the infrastructure if a new VM is deployed to a yet unknown physical host is evaluated. This calculation is actually a rough estimate of the future energy efficiency. If the placement algorithm then determines that a new VM deployment might lead to a situation which better satisfies the provider’s BLOs, it will proceed by evaluating to which destination node should it be deployed (using the calculations described in Section 3.2.1). This second forecast will be much more accurate, although it will require a greater amount of calculations. Therefore, the utility of the forecast described in this section is to provide a quick estimation which, in case of being potentially favourable, will trigger the calculation of the future infrastructure energy efficiency when deploying the VM to a particular node, as in Section 3.2.1.

The total computing performance which will be delivered by the infrastructure corresponds to the one which would be delivered if the VM was not deployed (first term of Eq. (26)) plus the extra performance delivered to the newly created VM (second term of the same equation, calculation details below).

\[ \text{Perf}_{\text{inf}} \mid VM_i \text{ depl.} = \sum_{i \in \text{nodes}} \text{Perf}_{\text{node}_i} + \text{Perf}_{\text{VM}_i} \mid \text{depl}_{\text{unk}}. \]  

(26)
An approximate estimation of the performance which will be delivered to a new VM whose placement is unknown can be computed by aggregating the mean performance delivered to each of the CPUs that it will occupy. As the VM placement is not known in this scenario, the maximum performance of the future destination node is neither known. So, we will consider that the future destination node will deliver a maximum performance per CPU calculated as the averaged maximum performance per CPU of all the potentially active nodes of the datacenter, as shown in Eq. (27). Of course, there will be nodes that will be able to provide more performance while there will be others that will become saturated without being able to deliver this amount of performance. Nevertheless, the fact of considering such an average value provides us a rough but quick way to evaluate if the deployment of a new VM in the datacenter might or might not be worth it. If the VM is finally deployed, the VM placement algorithm will place it in such a fashion that guarantees that the required SLAs of the service where this VM belongs are met, thus avoiding saturating nodes and/or providing the minimum required performance to the VM.

\[
\text{Perf}_{\text{CPU}} = \frac{\sum_{\text{nodes}} \text{Perf}_{\text{max}, \text{node}}}{N}.
\]

On the one hand, a VM that executes batch tasks tends to saturate its assigned CPUs, wherever the VM is located. So, we can consider that the performance delivered to a batch VM whose future placement is unknown will be its number of CPUs multiplied by the average maximum performance per CPU of the datacenter, as depicted in Eq. (28).

\[
\text{Perf}_{\text{VM}, l} | \text{VM}_l \in B = \text{CPU}_{\text{VM}_l} \cdot \text{Perf}_{\text{CPU}}.
\]

On the other hand, an interactive VM does not necessarily saturate its assigned CPUs. In fact, its resource utilisation is proportional to the amount of concurrent clients accessing it, which typically depends on the time and day of the week. As discussed in Section 3.2.1, performance calculation in this scenario will be based on historically observed performance measurements of previously deployed VMs executing similar interactive workloads (\(\text{Perf}_{\text{VM}, \text{hist}}\)), but limiting this value according to the average performance per CPU of the datacenter, as shown in Eq. (29).

\[
\text{Perf}_{\text{VM}, l} | \text{VM}_l \in I = \min \left( \text{Perf}_{\text{VM}, \text{hist}}, \text{CPU}_{\text{VM}_l} \cdot \text{Perf}_{\text{CPU}} \right).
\]

As in Section 3.2.1, only the power consumption trend of the destination node will be modified, while the rest of the nodes will follow their natural trend. Nevertheless, given that the destination node is not known yet, in this case we will separately calculate a rough estimate of the additional power consumption caused by the VM and add it to the natural trend of all the nodes of the infrastructure. This rough estimate is the result of multiplying the number of CPUs of the VM by the mean power consumption that each of them will cause. The mean power consumption per CPU, detailed below, is calculated by averaging it for the potentially active nodes in which the VM can be deployed. Note that the discussed approach is only valid when using a power model that assumes a linear relationship between CPU utilisation and power, as in [24]. This model has been proved not to be very accurate for modern multicore systems in the related literature. However, its simplicity allows us to get easily an initial rough estimation of the power consumption per CPU.

As discussed in [24], the power consumption of a single node can be characterised as an idle power \(P_{\text{w}r_{\text{min}}},\) which is independent of the node load, and a variable power which follows a linear trend with regards to the CPU utilisation. Therefore, the power consumption of each CPU can be modelled as an idle part and a variable part which depends on the CPU utilisation.

On the one hand, the idle part is a “necessary power consumption” for a node to be able to run, it can be considered as an overhead. If only one CPU of a node is active all this overhead is attributed to this CPU, while if \(n\) CPUs are active within this node, each one can be considered to consume \(\frac{P_{\text{w}r_{\text{min}}}}{n}\) Watts of idle power. This idea is extrapolated when calculating the idle power consumption associated to a single CPU when considering the whole list of potentially active nodes. In this case, the idle power associated to a single CPU corresponds to the total idle power of all the potentially active nodes divided by the total number of CPUs already allocated to VMs running in the nodes plus the additional CPUs which will be used in the deployment to where this VM belongs. That is, if only a single VM is deployed as part of an elasticity process, the additional CPUs will be \(C_{\text{CPU}_{\text{depl}}}=C_{\text{CPU}_{\text{VM}_l}},\) whereas if this VM is part of a service deployment we will use \(C_{\text{CPU}_{\text{depl}}}=C_{\text{CPU}_{\text{serv}}}.\) In this section, thus, we will use \(C_{\text{CPU}_{\text{depl}}} = C_{\text{CPU}_{\text{VM}_l}}.\) This corresponds to the first part of Eq. (30).

On the other hand, the variable part corresponds to the second part of Eq. (30). The incremental power \(P_{\text{w}r_{\text{incr}}},\) is the extra power consumption of a node when one of its CPUs is occupied at 100% (refer to the power model in [24]). Because the destination node is not known, we consider the mean incremental power of all the potentially active nodes of the infrastructure, which can be calculated as in Eq. (31). By multiplying the mean incremental power by the normalised utilisation of the CPUs of the VM, we are able to calculate the variable power per CPU of the VM. As we are considering that each CPU of the potentially active nodes provides at most an average of \(\text{Perf}_{\text{CPU}}\) CPUs, if the VM receives a performance per CPU of \(\frac{\text{Perf}_{\text{VM}, l}}{\text{CPU}_{\text{VM}_l}}\) (where \(\text{Perf}_{\text{VM}, l}\) is calculated as in Eqs. (28) or (29), depending on the workload type the VM executes), the utilisation of each of its CPUs will be \(\frac{\text{Perf}_{\text{VM}, l}}{\text{CPU}_{\text{VM}_l}}\).

\[
\overline{P_{\text{w}r_{\text{VM}, l}}} = \text{CPU}_{\text{VM}_l} \cdot \text{Perf}_{\text{CPU}} \cdot \sum_{\text{nodes}} \frac{P_{\text{w}r_{\text{min}}}}{\text{CPU}_{\text{alloc}}} + \text{CPU}_{\text{depl}}.
\]

\[
\overline{P_{\text{w}r_{\text{incr}}}} = \frac{\sum_{\text{nodes}} P_{\text{w}r_{\text{inc}}}}{N}.
\]

The overall impact on the infrastructure power consumption of performing a VM deployment can thus be expressed as the original power consumption trend of the potentially active nodes of the infrastructure plus the additional power consumption incurred by the VM, as depicted in Eq. (32).

\[
\overline{P_{\text{w}r_{\text{infra}}} | \text{VM}_l} = \sum_{\text{nodes}} P_{\text{w}r_{\text{node}}} + \overline{P_{\text{w}r_{\text{VM}, l}}} | \text{VM}_l.
\]

Finally, the potential energy efficiency of the infrastructure upon a VM deployment to a yet unknown destination physical host can be calculated using the previously obtained formulas and combining them as shown in Eq. (33).

\[
\overline{\text{EnEf}_{\text{infra}}} | \text{VM}_l = \frac{\text{Perf}_{\text{infra}} | \text{VM}_l}{\overline{P_{\text{w}r_{\text{infra}}} | \text{VM}_l}}.
\]
3.2.3. Service deployment

When a new service deployment is issued to a SaaS provider, it must decide to which IaaS provider it will forward the service creation request in order to issue the creation. In some cases, the owner of the service may have specified a minimum desired eco-efficiency level (either energy and/or ecological efficiency) for that service (when evaluated at service level, see Section 3.1.4). Moreover, the service owner may also have specified a given set of environmental-aware certifications which the IaaS provider where the service will be deployed must possess (i.e. LEED, BREEAM, CASBEE, ISO140000, etc.). In this case, the SaaS provider needs to determine whether the minimum required eco-efficiency for that service can be guaranteed by the IaaS provider where the service will be deployed, as well as if it meets the specified certification requirements.

To predict the energy efficiency at service level, the performance this service will require and the power consumption that it will incur need to be determined.

Given that the future location of the VMs composing the service is not known beforehand, we can calculate the overall performance delivered to a service whose VMs have not been assigned to any destination node as the sum of the performances delivered to its VMs using the calculation of $\text{Perf}_{VM_j \mid VM_j \text{ depl}_l}$ explained in Section 3.2.2, as showed in Eq. (34).

$$\text{Perf}_{VM_j \mid VM_j \text{ depl}_l} = \sum_{j \in VM_j} \text{Perf}_{VM_j \mid VM_j \text{ depl}_l}.$$  

(34)

The power consumed by a new service can be calculated as in Eq. (35), by doing the sum of the power consumption of each VM composing it (using Eq. (30)). Consider that in this case, we will use $\text{CPU}_{depl} = \text{CPU}_{serv}$, because the idle power consumption will be shared between the CPUs of the VMs already running in the infrastructure and the CPUs of all the VMs composing the new service. Note that as in Section 3.2.2, this calculation is made by considering a linear power model based on the CPU utilisation.

$$\text{PW}_{serv} \mid VM_k \text{ depl}_l = \sum_{j \in VM_k} \text{PW}_{VM_j} \mid VM_j \text{ depl}_l.$$  

(35)

Taking into account the explanations in this subsection, the energy efficiency of a service upon its deployment can be calculated as in Eq. (36). The term $\delta_{\text{cert}}$ is a boolean variable which is equal to 1 if all the required environmental-aware certifications specified in the service manifest (service contract specified by the service owner) are in possession of the IaaS provider where the service is to be deployed, and 0 otherwise. Therefore, if the IaaS provider has the required certifications, the forecasted energy efficiency of the service will be different from 0 and the service might be deployed in that provider (if the specified minimum energy efficiency requirements are met). In case the IaaS provider does not have any of the required certifications, the returned energy efficiency forecast will be 0 and that particular IaaS provider will not be selected for the service deployment.

$$\text{EnEf}_{serv} \mid VM_k \text{ depl}_l = \delta_{\text{cert}} \cdot \frac{\text{Perf}_{serv_{VM_k}} \mid VM_k \text{ depl}_l}{\text{PW}_{serv} \mid VM_k \text{ depl}_l}.$$  

(36)

Similarly, from an IaaS provider point of view, it is required to know which will be the impact of deploying a service in the infrastructure. Depending on the forecasted impact and taking into account the BLOs of the IaaS provider, the service will be accepted or rejected by the IaaS provider. The forecasted energy efficiency of the whole infrastructure of an IaaS provider upon a service deployment is depicted in Eq. (37). The only difference with regards to Eq. (12) is that the extra performance being delivered to the new service as well as the power it will consume are now included in the nominator and the denominator of the formula, respectively. Note that as in Eq. (36), the boolean term $\delta_{\text{cert}}$ is used to consider the fact that if the IaaS provider does not possess all the required environmental-aware certifications specified in the service manifest, no extra performance or power will be delivered to the service, because it will be actually rejected.

$$\text{EnEf}_{infr \mid VM_k \text{ depl}_l} = \frac{\sum_{i \in \text{nodes}} \text{Perf}_{node_i} + \delta_{\text{cert}} \cdot \text{Perf}_{serv_{VM_k}} \mid VM_k \text{ depl}_l}{\sum_{i \in \text{nodes}} \text{PW}_{node_i} + \delta_{\text{cert}} \cdot \text{PW}_{serv_{VM_k}} \mid VM_k \text{ depl}_l}.$$  

(37)

3.2.4. VM cancellation

In this subsection, our aim is to determine the potential energy efficiency at infrastructure level for the hypothetical case in which a VM $l$ that is being executed at node $src$ is cancelled (shut down).

When a VM is cancelled, it will cease to ask for CPU time to the node it is being run (src). So, the forecasted useful performance delivered by node src will have to exclude the CPU utilisation of VM $l$ from the original calculation in Eq. (8). The rest of nodes of the infrastructure will not suffer any modification in this sense, as the number of VMs they host will remain constant. This reasoning is summarised in Eq. (38).

$$\text{Perf}_{infr \mid VM_l \text{ canc.}} = \sum_{i \in \text{nodes} \setminus \text{src}} \text{Perf}_{node_i} + \sum_{j \in VM_{l\text{ canc.}}} \frac{\hat{U}_{VM_j}}{100} \cdot \text{Perf}_{\text{max}_l}.$$  

(38)

Similarly, the expected power consumption of the nodes of the infrastructure will follow Eq. (9) except for node src. For this particular node, its expected power consumption can be induced using the same reasoning as in Eq. (9), but excluding the CPU utilisation of VM $l$ from the calculation.

$$\text{PW}_{infr \mid VM_l \text{ canc.}} = \sum_{i \in \text{nodes} \setminus \text{src}} \text{PW}_{node_i} + \sum_{j \in VM_{l\text{ canc.}}} \hat{U}_{VM_j} \cdot \text{PUE}.$$  

(39)

Taking into consideration the previous results, the expected energy efficiency of the infrastructure if a VM $l$ is cancelled can be calculated as in Eq. (40).

$$\text{EnEf}_{infr \mid VM_l \text{ canc.}} = \frac{\text{Perf}_{infr} \mid VM_l \text{ canc.}}{\text{PW}_{infr} \mid VM_l \text{ canc.}}.$$  

(40)

3.2.5. VM Migration (known placement)

Once the placement algorithm of an IaaS provider determines that performing a VM migration to an undefined node can help meeting the business level objectives of that provider (see Section 3.2.6), it will then evaluate in detail to which specific node this VM should be migrated.

When a VM is migrated, the impact on the performance it receives can be studied depending on the workload type it executes (interactive or batch workloads, refer to Section 2.1). A VM executing HPC batch tasks tends to use as much resources as it is provided. In fact, it can be understood as a VM which always requires more performance than it is given, no matter in which node it is executed. This situation is depicted in Fig. 1. A VM executed in Node X is delivered $\text{Perf}_{\text{max}_l}$ CPU units of performance to each of its CPUs, as it is the maximum that the node can provide. Nevertheless, given that HPC batch tasks are always “hungry” of more resources, this same VM would take more of them were they provided. So, if the VM was migrated to Node Y (situation A1), it would
receive \( \frac{\text{Perf}_{\text{maxy}}}{\text{CPU}_{\text{nodey}}} \) CPUs, as it is the maximum that the destination node can provide (saturation point). On the other hand, if the VM was migrated to node Z (situation A2), it would only receive \( \frac{\text{Perf}_{\text{maxz}}}{\text{CPU}_{\text{nodex}}} \).

In this situation, the VM will receive less performance than in the current node, which will lead to a longer execution time of the task because less work will be executed per unit of time. This issue must be considered by the VM placement algorithm in order to check if the required SLAs of the task will still be met.

To generalise, the performance that a VM executing HPC batch tasks receives once migrated is always limited by the maximum performance per CPU that the destination node can deliver. So, the delivered performance once migrated to node \( \text{dst} \) will be as in Eq. (41).

\[
\text{Perf}_{\text{VM}} \mid \text{migr} \in B = \text{Perf}_{\text{max}} \cdot \text{CPU}_{\text{nodey}} \cdot \text{VCPU}_{\text{VM}}. \tag{41}
\]

A VM executing interactive workloads such as web serving uses an amount of resources that is proportional to the number of simultaneous clients performing transactions in the VM, as well as the individual transactions that each client does. So, differently from the case of batch VMs, interactive VMs do not always saturate the node in which they are executed. This leads to multiple migration scenarios, as displayed in Fig. 2. In scenario A, either if the VM is migrated from node X to Y or Z, as the required performance per CPU is lower than the maximum that both of them can provide, the delivered performance will remain unmodified because none of the destination nodes saturate. Nevertheless, in scenarios B2, C2 and D2, the destination node cannot provide as much performance per CPU as the one requested by the VM, and the delivered performance per CPU will be limited to \( \frac{\text{Perf}_{\text{maxy}}}{\text{CPU}_{\text{nodex}}} \). In scenario B1, the destination node (Node Y) can still provide the required performance, and thus it remains unmodified throughout the migration. In scenario C1, the VM is actually saturating the CPUs in Node X (it would make use of more performance were it provided). When migrated to Node Y, given that it can provide that extra required performance, the delivered performance increases to match the required one. Finally, in scenario D1 the VM is also saturating the current node, but even when migrated to Node Y it will still require more performance than the one that Node Y can provide, thus saturating it. So, in Scenario D1 the delivered performance per CPU will be \( \frac{\text{Perf}_{\text{maxy}}}{\text{CPU}_{\text{nodex}}} \). Given that in scenarios C1 and D1 Node X is saturated (utilisation of the CPUs of the VM at 100%), it is impossible to determine if we are in scenario C1 or D1. However, we can assure that the delivered performance per CPU once migrated will be in the range \( \frac{\text{Perf}_{\text{maxy}}}{\text{CPU}_{\text{nodex}}} \leq \text{Perf}_{\text{VM}} \mid I \in \text{VM}_{S_2} \leq \frac{\text{Perf}_{\text{maxy}}}{\text{CPU}_{\text{nodex}}} \).

To generalise, the performance that a VM executing interactive workloads receives once migrated from node \( \text{src} \) to node \( \text{dst} \) can be summarised as in Eq. (42). That is, if the VM is migrated to a node with less performance per CPU or if the source node is not saturated, the future received performance will be the minimum between the current received performance and the maximum that the destination node can offer to the VM. Otherwise (and consequently, if the VM is migrated to a node with more performance per CPU and the VM is currently saturating the source node), the received performance will be in the range comprised between the maximum performance that the source and destination node can provide.

\[
\text{Perf}_{\text{VM}} \mid \text{migr} \in B = \text{Perf}_{\text{VM}} \mid \text{migr} \in B = \frac{\text{Perf}_{\text{max}}}{\text{CPU}_{\text{nodey}}} \cdot \text{CPU}_{\text{VM}} \tag{42}
\]

The impact of migrating VM \( l \) with regards to the overall performance of the infrastructure can be calculated as in Eq. (43). The source node will experience a reduction of the delivered performance, as VM \( l \) will cease causing CPU utilisation in it (last term of the equation). Obviously, the destination node also experiences a variation of the delivered performance, but this is accounted by the second term of the equation. This term is calculated using the previously exposed formulas (Eqs. (41) and (42)), by taking into account the workload type executed inside the VM.

\[
\text{Perf}_{\text{infra}} \mid \text{migr} \in B = \sum_{i \in \text{nodes}} \text{Perf}_{\text{node}_i} + \text{Perf}_{\text{VM}} \mid \text{migr} \in B = \frac{\text{Perf}_{\text{max}}}{\text{CPU}_{\text{nodey}}} \cdot \text{CPU}_{\text{VM}} \tag{43}
\]

A VM migration can be understood as a VM which ceases its execution in its original node \( \text{src} \) (VM cancellation) and starts being executed in another node (VM deployment), in terms of power consumption. This reasoning is followed in Eq. (44), where the
two first terms are the same as in Eq. (39) (representing a VM cancellation in its source node), and the third term represents the additional energy consumption incurred by the VM once migrated. This last term can be calculated very similarly to the last term of Eq. (24), representing a VM deployment to a known destination node, but in this case the performance delivered to the VM in that node will be Perf_{VM | mig_{src}} (calculated as in Eqs. (41) or (42)).

\[
\tilde{P}w_{inf} | VM_{I} | mig_{src} = \sum_{i \in source} \tilde{P}w_{node} + \left( \tilde{R}_{src} \left( \tilde{U}_{0} + \sum_{j \in VM_{src}} \tilde{U}_{VM_{j}} \right) \right) + \tilde{R}_{dst} \left( \tilde{U}_{0} + \sum_{j \in VM_{dst}} \tilde{U}_{VM_{j}} + 100 \cdot \frac{Perf_{VM | mig_{src}}}{Perf_{max_{src}}} \right) \cdot PUE.
\]

(44)

Eq. (45) evaluates the forecasted energy efficiency at infrastructure level for a potential VM I migration to a specific destination node.

\[
\tilde{EnEf}_{inf} | VM_{I} | mig_{src} = \frac{\tilde{P}w_{inf} | VM_{I} | mig_{src}}{PUE}.
\]

(45)

### 3.2.6. VM Migration (unknown placement)

Energy efficiency forecasts at infrastructure level when VMs are migrated between nodes are needed by placement optimisation scheduling policies. For instance, the placement algorithm might be interested in consolidating a VM which is being executed alone in a server. If that VM is migrated, the source node can be turned off in order to avoid consuming unnecessary idle power. Another possible situation can be when a VM is demanding more resources than the ones which its hosting node can provide. In this case, it becomes necessary to migrate this VM to a node with more resources.

Initially, a rough estimation of the impact of this migration can be done by estimating it without selecting a specific destination node for the VM, as it will be studied in this subsection. Based on this initial evaluation, if the placement algorithm considers that it is worth performing this migration, it will then study in detail which is the best node to receive the migrated VM by performing the calculations described in Section 3.2.5.

Similarly to Section 3.2.2, given that the destination node is not known, we consider that the maximum received performance per CPU of the migrated VM will be the averaged performance per CPU of the datacenter, that is, Perf_{CPU} from Eq. (27). Thus, Eqs. (41) and (42) can be rewritten as Eqs. (46) and (47) respectively, and express a rough estimate of the performance that the VM will receive once migrated if they execute batch or interactive workloads.

\[
\begin{align*}
\text{If} & \quad \frac{Perf_{max_{src}}}{CPU_{nodesc}} \geq \frac{Perf_{CPU}}{CPU_{VM_{I}}} \\
\text{else} & \quad \min (\frac{Perf_{VM_{I}}}{CPU_{nodesc}}) \left( \frac{Perf_{max_{src}}}{CPU_{nodesc}} \cdot CPU_{VM_{I}} \right) \leq \frac{Perf_{CPU}}{CPU_{VM_{I}}}. 
\end{align*}
\]

(46)

Using these equations, the impact on the infrastructure delivered performance can be expressed as in Eq. (48).

\[
\tilde{Perf}_{infra} | VM_{I} | mig_{unk_{src}} = \sum_{i \in source} \tilde{Perf}_{node_{i}} + \tilde{Perf}_{VM_{I}} | mig_{unk_{src}} + \sum_{j \in VM_{dst}} \tilde{U}_{VM_{j}} \cdot \frac{Perf_{max_{src}}}{100}.
\]

(48)

We follow a similar reasoning as in Section 3.2.5 to calculate the impact on the infrastructure power consumption for a VM migration whose destination node is unknown. The complete formula is provided in Eq. (49). A VM migration can be understood as a VM cancellation (first two terms of the formula) followed by a VM deployment (last term). In this case, as the destination node for the VM being migrated is not known, we use the calculations exposed in Section 3.2.2 to calculate the extra power incurred by the VM once deployed to an unknown destination node. Note that in this case, the term CPU_{appl} = 0, since no additional CPUs are used because of the migration. Also observe that this calculation is valid when a linear power to CPU utilisation model is used.

\[
\tilde{P}w_{inf} | VM_{I} | mig_{unk_{src}} = \sum_{i \in source} \tilde{P}w_{node_{i}} + \left( \tilde{R}_{src} \left( \tilde{U}_{0} + \sum_{j \in VM_{src}} \tilde{U}_{VM_{j}} \right) \right) + \tilde{R}_{dst} \left( \tilde{U}_{0} + \sum_{j \in VM_{dst}} \tilde{U}_{VM_{j}} + 100 \cdot \frac{Perf_{VM_{I}} | mig_{unk_{src}}}{Perf_{max_{src}}} \right) \cdot PUE.
\]

(49)

Following the general formula of energy efficiency described in Eq. (4) and taking into consideration the aspects described in this subsection, the forecasted energy efficiency at infrastructure level for a potential VM I migration is presented in Eq. (50).

\[
\tilde{EnEf}_{inf} | VM_{I} | mig_{unk_{src}} = \frac{\tilde{P}w_{inf} | VM_{I} | mig_{unk_{src}}}{PUE}.
\]

(50)

### 4. CPU estimator

To forecast the eco-efficiency at the different levels described in this document, the CPU utilisations of the VMs running in the infrastructure need to be forecasted separately, as well as that of the privileged domain of each host (Domain-0 in the Xen nomenclature). To this end, a general variable estimator has been developed. It relies on forecasts provided by four different predictors and selects one of them appropriately to obtain the “best forecast” of a given variable. The overall design of the variable estimator is presented in Fig. 3.

As it can be observed in the figure, the variable estimator consists of four different predictors: the moving average, the exponential smoothing, the linear regression, and the double exponential smoothing predictors. A very brief explanation on how these predictors perform the forecasts is provided in Sections 4.1–4.4. Further detailed information about these predictors can be found in [27]. All of them individually take the past and present observed values of the variable to predict (from time \( t = n \) until \( t \)) in its input and provide a forecast of its expected value in time \( t + \tau \) in its output, where \( \tau \) is the time difference between the current time and the future instant to predict. Note that each estimator can be configured with one or more configuration parameters. In the experimentation subsection, these parameters will be appropriately tuned in order to obtain a better precision when forecasting the CPU utilisation of a given virtual machine.
The variable estimator provides two interfaces: the \texttt{addValue}(t, value) and the \texttt{obtainBestForecast}(t + \tau) methods. When the \texttt{addValue}(t, value) method is invoked, a new sample of the variable is inserted at the last position of the \texttt{realValues} array, corresponding to time \( t \). The already existing samples are shifted to the left. If the \texttt{realValues} array's size was already \( n \) (a discussion of the value of \( n \) is provided in short), the oldest sample is simply discarded.

In addition, \texttt{addValue} also updates the absolute error arrays (also of size \( n \)) of the different estimators. In particular, it calculates the absolute error that each estimator would have if the sample at the current time (time \( = t \)) was predicted using the samples of the \texttt{realValues} array until time \( = t - 1 \). This calculated value is inserted in the last position of each absolute error array, displacing the previous absolute errors to the left and discarding the oldest one if the array's size was already \( n \).

Finally, \texttt{addValue} also updates the state of the exponential and the double exponential smoothing predictors taking into consideration the newly inserted value.

The \texttt{obtainBestForecast} \( (t + \tau) \) method firstly evaluates, for all the predictors, which has had the minimum mean absolute error during the last \( N_{\text{Samples}} \) predictions. To do this, it takes all the absolute error arrays of all the predictors and calculates its average values over the last \( N_{\text{Samples}} \) samples for each of them. Depending on the result, it selects the forecast provided by the predictor with the smallest mean average absolute error over the last \( N_{\text{Samples}} \) as the “Best Forecast” for time \( t + \tau \).

The value of \( N_{\text{Samples}} \) is configurable and might affect to the precision of the predictor. In the experimentation subsection, the value of \( N_{\text{Samples}} \) which maximises the precision of the variable estimator when predicting the CPU utilisation of a VM will be determined.

All the absolute error and real values arrays have a size of \( n \) samples. The value of \( n \) has to be at least \( \text{Samples}_{\text{LR}} \) for the Linear Regression predictor to be able to work correctly, and it also has to be at least equal to \( N_{\text{Samples}} \) so the last \( N_{\text{Samples}} \) samples of the absolute error can be averaged when selecting the predictor with the smallest mean average error. Therefore, \( n \) should be at least \( \max(\text{Samples}_{\text{LR}}, N_{\text{Samples}}) \). To simplify the implementation of the variable estimator, the same size \( n \) has been chosen both for the real values and the absolute error arrays.

4.1. Moving average predictor

The Moving Average predictor estimates the future value of a variable by averaging its last \( M \) observations, as it assumes that the mean value of the variable changes through time:

\[
\hat{y}_{t+\tau} = \frac{\sum_{i=t-M+1}^{t} y_i}{M}.
\]

4.2. Exponential smoothing predictor

The exponential smoothing predictor calculates the forecasted value of a variable by performing a weighted average of its last observed value and the previous forecast. So, the \( \text{Alpha}_{\text{ES}} \) parameter determines how much the predictor relies on the last observed sample or in the previous forecast to do the prediction.

\[
\hat{y}_{t+\tau} = \text{Alpha}_{\text{ES}} y_t + (1 - \text{Alpha}_{\text{ES}}) \hat{y}_{t-1}.
\]

4.3. Linear regression predictor

The linear regression predictor calculates the line which minimises the sum of squared distances between a set of \( \text{Samples}_{\text{LR}} \) previously observed samples of the variable and the line. Using this line and assuming a model comprised of a linear trend plus a constant, it is able to predict future samples of the variable:

\[
\hat{y}_{t+\tau} = M \tau + C, \quad \text{where } \tau \geq 0
\]
Average predictor, we use \( \text{M} \) to improve the work regarding energy efficiency assessment and forecast the CPU utilisation of all the VMs running in the infrastructure when running different workloads and to improve the precision of the forecasts of the energy efficiency of the infrastructure. According to this, good accuracy in making forecasts are also based on the forecast of CPU utilisation and at infrastructure level. Aiming to validate this delay to be sufficient for our needs, in order to avoid causing interference in the VMs, the Eco Efficiency Tool was placed in an external node, as well as the database from where it retrieved the CPU utilisation and energy information. The node where these were placed has not been considered in the infrastructure energy efficiency calculations.

In Sections 5.1 and 5.2, the respective procedures followed to generate realistic web and batch workloads are explained in detail. Then, in Sections 5.3 and 5.4, the Eco Efficiency Tool precision is evaluated against these different workloads, its predictor parameters are appropriately tuned and the obtained precision results are presented.

5.1. Methodology to generate web workload

A realistic web workload has been generated based on the SPECweb2005 benchmark [29]. SPECweb2005 is a benchmark developed by the Standard Performance Evaluation Corporation (SPEC), widely used to evaluate the performance of a system acting as a web server servicing static and dynamic page requests. It mimics the behaviour of real Internet users under different scenarios: a banking site, an e-commerce site and a support site, based on the client’s behaviour when accessing different web pages stored in a web server and the responses it gets. In the conducted experiments, both the e-commerce as well as the support sites have been used.

The SPECweb2005 benchmark components have been encapsulated in three different Virtual Machine types: Webserver VM, BeSIM VM and Client VM. Each of them encapsulates different SPECweb2005 components. Refer to [24] for more details. In a nutshell, the Webserver VM acts as a web server, the BeSIM VM emulates the logic of an application and database server and the Client VM emulates multiple clients accessing the web server. The number of simultaneous sessions that each Client VM generates can be independently established, and the Web server and BeSIM VM web servers have been configured following the tune up recommendations published in [30]. Note that the web server attending the clients (inside the Webserver VM) needs to be encapsulated in a VM in order to be considered as “useful work” by the infrastructure provider.

One Webserver VM and one BeSIM VM are hosted in the Cloud provider per each deployed service. That is, a Webserver VM and a BeSIM VM provide the required service to access the e-commerce website, while another pair provide access to the support website. These four VMs cause a realistic load in the infrastructure provider resources, which is measured in order to assess the energy efficiency of the provider’s infrastructure. The Client VMs for each scenario are deployed in an external set of nodes (not accounted in the energy efficiency calculation), and will be the ones generating load to the system.
Table 2
Node characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Optimis 1</th>
<th>Optimis 2</th>
<th>Optimis 5</th>
<th>Optimis 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of processors</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Processor type</td>
<td>Intel Xeon X3430</td>
<td>Intel Pentium G6950</td>
<td>Intel Xeon X3330</td>
<td>Intel Xeon X3330</td>
</tr>
<tr>
<td>Processor frequency (GHz)</td>
<td>2.40</td>
<td>2.80</td>
<td>2.66</td>
<td>2.66</td>
</tr>
<tr>
<td>RAM Memory (GB)</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Operating System</td>
<td>Debian 6.0.7</td>
<td>Debian 6.0.7</td>
<td>Debian 6.0.7</td>
<td>Debian 6.0.7</td>
</tr>
<tr>
<td>Hypervisor</td>
<td>Xen 4.0.1</td>
<td>Xen 4.0.1</td>
<td>Xen 4.0.1</td>
<td>Xen 4.0.1</td>
</tr>
<tr>
<td>(P_{w_{\text{min}}}(\text{W}))</td>
<td>60.119</td>
<td>57.249</td>
<td>75.777</td>
<td>70.67</td>
</tr>
<tr>
<td>(P_{w_{\text{max}}}(\text{W}))</td>
<td>125.569</td>
<td>57.249</td>
<td>151.947</td>
<td>144.51</td>
</tr>
<tr>
<td>(\text{Perf}_{\text{max}} (\text{MWIPS}))</td>
<td>2171.6</td>
<td>1215.4</td>
<td>2173.96</td>
<td>2179.84</td>
</tr>
</tbody>
</table>

The VM distribution of the conducted experiment is presented in Fig. 4. The solid arrows stand for direct communication throughout the experiment, while the dashed ones depict the messages sent during the configuration stage of each benchmark execution.

The physical nodes where the aforementioned VMs were deployed have the characteristics described in Table 2.

The number of simultaneous sessions is the main factor influencing in a web server's resource utilisation. By default, this parameter is constant during an execution of the SPECweb2005 benchmark. However, to really mimic the workload of real Internet sites, this parameter needs to be modified along the execution of the experiment. To achieve this, the SPECweb2005 benchmark is executed multiple times (for each of the scenarios), in a fashion as the one displayed in Fig. 5. As it can be observed, an independent SPECweb2005 benchmark is launched in each iteration and its execution starts precisely when the previous benchmark run starts reducing the number of client threads connected to the web server. Consequently, the global number of simultaneous sessions changes smoothly from one value to the other across different iterations.

The web traces of the Barcelona School of Informatics (FIB) web page\(^1\) have been used as a reference to set the number of simultaneous sessions at a given time during the experiments (corresponding to the different hours captured during Monday 5th and Tuesday 6th April 2010 in the web traces). Note that the simulated time is different from the execution time of the experiment. A "real-world" hour is simulated during \(T_{\text{HOUR}} \) seconds (\(T_{\text{HOUR}} = 480 \text{ s} = 8 \text{ min} \) in the conducted experimentation). After \(T_{\text{HOUR}} \) seconds, the experiment changes the number of simultaneous sessions based on the next value of received requests per hour of the FIB web traces. Also observe that if a forecast is performed (either CPU or energy efficiency forecast) for 1 min (of the experiment execution time) ahead in the future, this actually represents \(\frac{60}{T_{\text{HOUR}}} = 7.5 \text{ min}\) of the simulated time.

In the conducted experiments, it was determined that a maximum of 200 simultaneous sessions could be handled safely (without becoming overloaded) by a Client VM. So, in each iteration of the experiment, more than one Client VM may need to be created in order to generate the desired simultaneous sessions for that period.

5.2. Methodology to generate batch workload

To generate a realistic batch workload, the COMP Superscalar (COMPss) Programming Model \([31,32]\) has been used. COMPss is a programming model which facilitates the development of applications that run on top of distributed infrastructures such as Clusters, Grids and Clouds. In a nutshell, COMPss parallelises an application sequential code by splitting it into parts (named tasks) which can have data dependencies among them. The COMPss runtime system exploits the inherent parallelism of such tasks at execution time and schedules their execution to the available remote resources.

In a COMPss environment, two main entities are present: a master and several workers. So, in order to be considered as "useful work" by the infrastructure provider, the master and the workers have been encapsulated in two different VM kinds: Master VM and multiple Worker VMs.

Although the COMPss PM was not originally conceived to mimic a batch workload, an application which generates job arrivals (consisting on multiple tasks) according to a Poisson process has been developed and makes it work as such. The batch workload generator application and the main part of the COMPss environment components are placed in the Master VM, while the Worker VMs are in charge of executing the tasks issued in the Master VM and assigned to them. The Worker VMs are the ones actually causing a high resource utilisation in the Cloud infrastructure during the experiment, given that the tasks they execute are CPU intensive.

The deployed scenario consists of a single Master VM which is in charge of controlling and scheduling tasks to 6 Worker VMs, as displayed in Fig. 6 (the node characteristics are the same as in Table 2):

When a new job is launched by the application in the Master VM, several tasks are submitted to the COMPss PM, which assigns its execution to the different slots present in the Worker VMs. In general, each Worker VM has \(p\) processors that can execute \(p\)

---

\(^1\) http://www.fib.upc.edu.
tasks simultaneously and independently. When a job arrives at the COMPSs PM runtime its tasks are automatically assigned to Worker VMs with at least one empty slot, if there is any. However, if all the slots are already occupied, the unassigned tasks are retained in a waiting task set, until one of the slots becomes free and the COMPSs PM decides to execute one of these waiting tasks in it. Note that the waiting tasks are not necessarily picked up in FIFO order from the waiting task set. They are picked one by one and therefore executed in a batch fashion. However, for the stability analysis of this subsection, the waiting task set can be understood as a queue.

The application generates job arrivals according to a Poisson process with rate $\lambda_{JOB}$. Note that since each job consists of $k$ tasks, $\lambda_{TASK} = k \cdot \lambda_{JOB}$. Assuming that the service times of each slot of the Worker VMs have an exponential distribution with parameter $\mu_{TASK}$, the whole system can be modelled as a M/M/c system, following the Kendall notation [33].

The system has been analysed using basic queue theory. Details on this analysis can be found in [24]. It has been determined that the maximum job submission rate follows the formula $\lambda_{JOB} < \frac{\mu_{TASK}}{w}$, where $p$ are the number of processors per Worker VM and $w$ the number of Worker VMs.

After measuring the execution time of a job when the system was empty, it was determined that the serving rate of a task was of 0.1397 servings/min. With this information and using the previous equation, the maximum job arrival rate when 6 Worker VMs of 2 processors each were used to execute jobs consisting of 3 tasks each ($w = 6, p = 2, k = 3$) was of 0.5588 arrivals/min.

Having a constant job arrival date throughout a given day is not a realistic situation: users tend to submit more jobs while they are working in their offices, whereas fewer jobs are submitted during the night. The FIB web traces were used as a reference to mimic this situation. Taking into account the number of sessions of the web traces during these time periods during 5th and 6th April 2010 and considering the number of sessions during that week, the job arrival rate through the experiment in Section 5.4 was established. It has been scaled in such a way that its mean value corresponds to 0.9397 arrivals/min. This rate is used to generate job arrivals.

5.3.1. Experiment 1: predictors’ parameter tuning

In this first experiment, the workload described in Section 5.1 was used. The accuracy of each internal predictor of each variable estimator (see Section 4) was separately evaluated for different configuration parameter values (refer to Sections 4.1–4.4 for a quick overview of them), in order to obtain the value which provides the highest precision when the CPU utilisation of a VM is predicted when running a pure web workload. The CCC was used as a criterion to compare the precision provided by the different parameter values: the one providing the greatest CCC was considered to be the best one.

The CPU utilisations of the Webserver VMs of the e-commerce and support scenarios were evaluated and forecasted continuously, and the CCC between the expected CPU utilisations and the real values was calculated for each of them, for each parameter value of each internal predictor. The BeSIM VMs were not considered in this calculation, given that they were support VMs not causing a significant resource utilisation.

The obtained results when the CPU utilisation is predicted by each of the internal predictors (moving average, exponential
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smoothing, linear regression and double exponential smoothing predictors) can be found in Figs. 7–10, respectively. Note that these results are the averaged results of those obtained in the e-commerce and support Webserver VMs.

When the CPU utilisation is predicted using the moving average predictor (Fig. 7), a value of M = 2 maximises the mean obtained CCC.

On the other hand, when the forecasts are made using the exponential smoothing predictor (Fig. 8), it is maximised using a value of Alpha_ES = 0.8, although 0.7 almost provides the same result.

For the linear regression predictor (Fig. 9), a value of Samples_LR = 11 is the best option. Considering the energy efficiency assessments displayed in Fig. 11 below, it can be observed that its waveform is actually very noisy. So, by using such a high value, the linear regression predictor actually filters the noise of the last 11 observed CPU samples in order to predict the next one, which is consistent with the used web workload.

As displayed in Fig. 10, a value of Alpha_DES = 0.36 (with a corresponding Beta_DES of 0.1111) maximises the obtained CCC. During this experiment the energy efficiency was also internally assessed and forecasted by the Eco-efficiency Tool, which was configured with the following initial parameter values for its CPU estimators: M = 3, Alpha_ES = 0.2, Samples_LR = 10, Alpha_DES = 0.36 and Beta_DES = 0.1111. The obtained CCC was of 82.30%. Fig. 11 displays how the energy efficiency forecasts closely follow the trend of the assessments over time quite well.

5.3.2. Experiment 2: last samples error tuning

The “best forecast” (see Section 4) of the CPU utilisation of the VMs running in the infrastructure is the one used by the Eco-efficiency Tool to calculate, among other things, the infrastructure’s energy efficiency. So, a better precision when determining it may lead to an improvement in the overall precision of the infrastructure energy efficiency forecasts. The parameter which has direct influence when determining which internal predictor is chosen to provide the “best forecast” is N_Samples.

The experiment described in the previous subsection was repeated, but configuring the CPU estimators of the Ecoefficiency Tool so they used the optimal parameters for each predictor (determined in Experiment 1: M = 2, Alpha_ES = 0.8, Samples_LR = 11, Alpha_DES = 0.36 and Beta_DES = 0.1111). In this second experiment, the impact of obtaining the “best forecast” by taking into consideration a value for N_Samples which ranged from 1 to 10 (both inclusive) was evaluated. The obtained results can be observed in Fig. 12. The results display the fact that the obtained precision is not highly affected by the value of N_Samples. Nevertheless, the one providing the highest CCC corresponds to N_Samples = 8, which will be the one used in the next experiment.

In this experiment the infrastructure energy efficiency was also assessed and forecasted internally by the Ecoefficiency Tool, which was now configured with the optimal predictor configuration values obtained in Experiment 1. This configuration modification was reflected in the obtained precision: the resulting CCC was of 84.95%. So, the use of the optimal parameters obtained in Experiment 1 led to a better overall precision. In this experiment, the optimal N_Samples value had not been determined yet and it was set to 1.

Fig. 13 displays how the energy efficiency forecasts follow the evolution of the assessments closer than in the previous experiment. In particular, it can be observed how the peaks are predicted more accurately.

One interesting outcome of Experiment 2 was that, in fact, the precision of the exponential smoothing estimator with Alpha_ES = 0.8 happened to be better than the “best forecast” prediction, both in the support (CCC: 71.51%) and in the e-commerce (CCC: 83.05%) scenarios, for all the possible values of N_Samples. This fact suggests that the way in which the individual forecasts of the predictors of the CPU estimators are combined might not be the optimal one. Further study on this aspect will be conducted as future work.

5.3.3. Experiment 3: final results

Finally, the experiment was repeated again with the same parameters as in the previous one but setting a value of N_Samples = 8 in the configuration of the CPU estimators of the Ecoefficiency Tool. Nevertheless, given that a low variation in the precision was observed in the last experiment when N_Samples was modified, the external probe was configured to still perform the “best forecasts” for a value of N_Samples ranging from 1 to 20, both inclusive.

Fig. 14 demonstrates that there is not a clear value for N_Samples which provides the best precision, as the CCC is maximised for N_Samples = 2 and N_Samples = 20 in this experiment, while in the previous experiment it was maximised for N_Samples = 8. Therefore, as discussed at the end of Experiment 2, the way the forecasts of the individual predictors inside of the CPU estimator are combined need to be studied further.

However, with N_Samples = 8 the quality of the energy efficiency forecasts performed by the Ecoefficiency Tool clearly increased when compared to Experiment 2. In this experiment, the obtained CCC was of 90.35%. Although there is not a clear variation of the precision when modifying N_Samples, in both experiments it was observed that with N_Samples = 1, the precision was worse than when selecting N_Samples = 2, 8 or 20. This partly justifies that in this experiment, given that N_Samples was not equal to 1 (which was used in Experiment 2), the precision increased. On the other hand, in this experiment the variance of the energy efficiency assessments was lower than in the previous experiments (see Fig. 15), which allowed the predictions performing better.

Finally, the precision of the Ecoefficiency Tool when performing forecasts for different time intervals in the future was measured. Note that these time intervals represent the experiment execution time and not the simulated time (refer to Section 5.1 for more details). The results can be visualised in Fig. 16. Clearly, the CCC degrades when the prediction is performed for more than one minute ahead in the future. In fact, it can be concluded that for web workload the precision remains stable for predictions up to 7 min in the future and degrades from 8 min predictions onwards. Note that because of the time scaling (T_HOUR = 8 min) performed when conducting this experiment, 7 min in the simulation corresponds to 52.5 min in the “real world”.

5.4. Model validation with batch workload

The Eco-efficiency Tool was also validated using a batch workload which was generated following the steps described in Section 5.2. The set of conducted experiments were the same ones as in Section 5.3.

The individual predictor’s configuration parameters (see Section 4) which maximised the mean CCC when predicting the CPU utilisation of all the deployed VMs were determined in the first conducted experiment (Section 5.4.1). Then, the optimum number of absolute error samples to consider when calculating the “best forecast” of the CPU utilisation of a VM (refer to Section 4 for more details) was determined in the second experiment (Section 5.4.2).

Finally, in the third experiment (Section 5.4.3) these parameter values were introduced in the Ecoefficiency Tool to evaluate if its prediction precision increased. Moreover, the degradation of the CCC when performing such forecasts for multiple time intervals in the future was determined.

5.4.1. Experiment 1: predictors’ parameter tuning

The conducted experiment in this subsection was exactly the same as the one described in Section 5.3.1 but using a batch workload (see Section 5.2) instead.

In this case, the VMs causing high resource utilisations were the 6 Worker VMs (distributed as detailed in Section 5.2). The Master VM was not considered in the calculations because its
resource utilisation was negligible. The average of the individual CCCs (between the forecasted CPU utilisations and the real values) of all the Worker VMs was calculated for each parameter value and internal predictor.

Similarly to when a web workload was used, the results show that for a batch workload a value of $M = 2$ for the moving average predictors also leads to the highest CCC value (Fig. 17).

Nevertheless, for the exponential smoothing predictors the CCC becomes maximised for $\text{Alpha}_{\text{ES}} = 1$ (Fig. 18). This means that the best forecast when using this predictor type is actually the value of the last observed sample. This discovery makes complete sense for a batch workload, as tasks tend to use the CPU where they are allocated (slot) at a constant 100% utilisation while they are executed, and not at intermediate utilisation levels as in the web workload. Therefore, the best estimation of CPU utilisation is the present one, as the task will keep using the whole CPU while it is being executed in a VM.

The linear regression predictors have the best average precision for a value of $\text{Samples}_{\text{LR}} = 4$ (Fig. 19), and not 11 as in the web workload. There are two reasons to explain this phenomenon.
Fig. 11. Infr. energy efficiency assessments vs. forecasts, Exp. 1 (Web).

Fig. 12. Mean CCC (determines the “best forecast”), Exp. 2 (Web).

Fig. 13. Infr. energy efficiency assessments vs. forecasts, Exp. 2 (Web).
the one hand, the CPU utilisation changes happen very abruptly when running a batch workload (when a task starts or stops being executed). So, the predictor needs to be very reactive when these changes happen. If a smaller value of $\text{Samples}_{LR}$ is used, the predictor becomes adjusted to the new CPU utilisation values faster. On the other hand, given that when a task is running the CPU utilisation tends to be very stable, not many values need to be considered to predict the next one, as it will be very similar to the current one (this fact has also been observed in the exponential smoothing predictor).

The double exponential smoothing predictor obtained the greatest CCC when $\text{Alpha}_{DES} = 0.84$, with a corresponding $\text{Beta}_{DES} = 0.43$ (see Fig. 20).

In this first experiment, the Ecoefficiency Tool was configured with its initial default configuration values ($M = 3, \text{Alpha}_{ES} = 0.2, \text{Samples}_{LR} = 10, \text{Alpha}_{DES} = 0.36$ and $\text{Beta}_{DES} = 0.111$).
In this case, the infrastructure energy efficiency forecasts (performed for one minute ahead in the future) obtained a CCC of 88.36%, and can be observed in Fig. 21. The objective of the following experiments will be to improve this result. Nevertheless, the obtained CCC is already very high.

5.4.2. Experiment 2: last samples error tuning

The conducted experiment in this subsection was exactly the same as the one described in Section 5.3.2 but using a batch workload (described in Section 5.2) instead. Refer to that subsection for more details.
After configuring the optimum parameter values obtained in Section 5.4.1 inside of the Ecoefficiency Tool, the previous experiment was repeated in order to determine the value of \(N_{\text{Samples}}\) which provided the best precision for the “best forecasts” (see Section 4) of the VM CPU estimators. The obtained results are displayed in Fig. 22. In this case, the values of \(N_{\text{Samples}} = 1\) and \(N_{\text{Samples}} = 2\) were the ones maximising the CCC. The chosen value has been \(N_{\text{Samples}} = 1\), since it makes the estimator more reactive and this is more appropriate when working with a batch workload.

There seems to be a big precision difference between using \(N_{\text{Samples}} = 1\) or 2 instead of using \(N_{\text{Samples}} = 3\) or 4. However, observe that such a behaviour can also be observed in Fig. 14. In that case, the difference of CCC between choosing \(N_{\text{Samples}} = 2\) and 3 was of 1.2% approximately, while now it is of about 1.5%. This would suggest that using a value of \(N_{\text{Samples}} = 2\) would be the best choice in both Web and Batch scenarios; meaning that a more reactive estimator when switching between the individual forecasts of the individual predictors provides the best precision in both cases. Nevertheless, consider that in Experiment 2 when using a Web workload, a value of \(N_{\text{Samples}} = 8\) was initially considered to be the optimum one. As already argued before, a deeper study on the combination of the individual predictions needs to be therefore conducted.

The Ecoefficiency Tool was configured with the values obtained in the previous experiment \((M = 2, \text{Alpha}_{\text{ES}} = 1.0, \text{Samples}_{\text{LR}} = 4, \text{Alpha}_{\text{DES}} = 0.84\) and \(\text{Beta}_{\text{DES}} = 0.43\)). Note that, casually, the initial value of \(N_{\text{Samples}}\) was actually the optimum one which was found during this experiment. The infrastructure energy efficiency forecasts (performed for one minute ahead in the future) obtained a CCC of 87.99%, and can be observed in Fig. 23.

In the previous experiment (without having tuned any parameter) the CCC was actually greater, 88.36%. If the two experiment’s energy efficiency waveforms are compared (Figs. 21 and 23), it can be seen that in the first experiment there were some tasks being queued (as the energy efficiency looks like a “mountain” during the first simulated day) but not during the first simulated day of the second experiment. So, the CPU utilisation of the VMs during the second experiment performed more abrupt variations than in the first experiment, which was more stable. These variations are actually the hardest values to predict and therefore causing a decrease in the overall CCC.

5.4.3. Experiment 3: final results

In the previous experiment, it was determined that a value of \(N_{\text{Samples}} = 1\) was the one providing the values for the “best forecasts” (refer to Section 4) that maximised the overall CCC of the CPU estimators. In fact, this value had already been set in the previous experiment, as it was the initial default value when the experiments were started. Therefore, it would reasonable to expect that the CCC for the energy efficiency forecasts of the infrastructure were similar to the previous experiment. In fact, this time the
obtained CCC for the infrastructure energy efficiency forecasts was greater: 91.35%. From the waveform displayed in Fig. 24, it can be observed that the energy efficiency did not suffer so many variations as in the previous experiment. This explains why the obtained CCC was greater in this one.

So, on average it can be concluded that the CCC is improved when the individual predictor configuration parameters are tuned, but it is highly dependent on the way the tasks are submitted to the COMPSs PM. If tasks are queued, the CPU utilisation is more stable, easier to predict and therefore leads to a greater CCC. However, if more CPU utilisation variations take place (due to new tasks arriving or dying when there are no tasks in the queue waiting to be executed), the CCC tends to decrease.

Finally, the degradation of the CCC as the energy efficiency of the infrastructure is forecasted for longer time spans in the future has been evaluated. The obtained results are depicted in Fig. 25. In this case, it can be observed how the degradation is more pronounced than when operating with web workload. Note that these time intervals represent the experiment execution time and not the simulated time (refer to Section 5.2 for more details).

Observe that while in the web workload the CCC decreased 10% when the energy efficiency was predicted 9 min ahead in the future, the same 10% degradation takes place when it is predicted for only 3 min in the future when a batch workload is used. This is explained by the fact that in batch workloads the energy efficiency can change very abruptly, from values around 5 MWIPS/W to 0 MWIPS/W (for instance, when a task ends its execution and there are no tasks waiting in the scheduler queue). Such variations do not take place when a web workload is used.

6. Conclusions and future work

6.1. Conclusions

IaaS providers have a great interest in optimising the overall energy efficiency of their infrastructure. This requires precise knowledge of the current and future energy efficiency at different levels (VM, node, infrastructure or service) in order to take the appropriate decisions (e.g. VM replication, migration, cancellation). The current available tools do not provide such information in real time. To tackle such limitation, mathematical models to calculate and forecast it at the different aforementioned levels have been provided in Section 3.1 while the impact on the overall infrastructure energy efficiency of performing such actions has been addressed in Section 3.2.

A precise way to determine the future CPU utilisation of a VM is needed to perform all the previous forecasts. To this end, a variable estimator that can be used for CPU utilisation forecasting has been developed in Section 4.

The assessment and forecast of the infrastructure energy efficiency has been the most important model deduced in this publication, because it is what IaaS providers want to optimise and it forms the basis of other models, such as the forecasts for potential actions described in Section 3.2. So, the conducted experimentation has been focused in determining the configuration parameter values of the internal CPU estimators which provide the best precision when forecasting the energy efficiency of the infrastructure for different workload types.

In general, the forecasts’ precision improves significantly when the individual predictor configuration parameters are properly tuned (see Section 4). However, the way the individual CPU utilisation forecasts of the different internal predictors are combined may not be the optimal one, as in some cases an individual predictor achieved a CCC higher than the one achieved by the “best forecasts”.

Nevertheless, the obtained precision also depends on the conducted experiment run. If the workload causes numerous spontaneous variations in the resource utilisation, this reduces the overall achieved precision because the internal predictors are not able to anticipate such sudden changes. This effect can be observed when a batch workload is executed. On the one hand, if tasks are waiting to be executed in the scheduler queue, the execution is more “stable” and the overall achieved precision increases. On the other hand, if more CPU utilisation sudden changes take place (e.g. when a task starts or finishes its execution and no tasks are waiting in the queue) the overall precision decreases.

Web workloads tend to be on average more stable than batch workloads (they do not experience sudden CPU utilisation changes from 0% to 100% or vice versa). However, they are very noisy since their resource utilisation levels tend to oscillate around a given average value, depending on the number of simultaneous users accessing the web service. This fact causes that the obtained best configuration parameter values for the individual predictors mentioned in Section 4 make them less reactive and more focused on noise filtering.
Batch workloads behave differently and have been found to require more reactive predictors. They allow them to overcome sudden utilisation variations in a fast manner. Furthermore, given that during a task execution the CPU utilisation (of each CPU) remains stable around 100% and without much noise, despite the predictors being very reactive, the obtained forecasts are still precise.

The forecasts’ precision degradation as they were made for a longer period of time in the future has been evaluated. It has been observed that for web workloads, the precision remains quite stable until predictions up to 7 min in the future, and decreases by 10% for 8 min ones. The reason for this is that during the experimentation, each simulated hour (and hence associated load level) lasted only 8 min. Therefore, predictions up to that time interval were accurate as the number of simultaneous users accessing the web service remained more or less constant. For batch workloads, the degradation was much faster: 10% degradation for 3 min predictions. This last result was also observed to be highly dependent on the execution, as it varied depending on the number of sudden resource utilisation variations during the conducted experiment.

### 6.2 Future work

The currently adopted performance metric, MWIPS, evaluates the performance of integer and floating-point arithmetic. It is focused on the performance being delivered by the CPU, but not in the one which could be measured considering the system’s memory, hard disk or network card. So, the performance calculation could be extended by also considering such components.

A system power model which apart from CPU metrics also considers the memory, disk or network components could be used to replace the current one. Moreover, instead of considering a linear relationship between the captured metrics and the power consumption, other non-linear relationships such as polynomial or exponential could be considered.

The way the individual forecasts are combined in the developed CPU estimator may not be the optimal one, as in some cases the CCC of an individual predictor was higher than the one achieved by the ‘best forecasts’. So, alternative ways to combine the information provided by the individual internal predictors should be studied. For instance, the individual forecasts could be averaged using weights based on the mean average error of each individual predictor.

It has been observed that sudden variations in the resource utilisation lead to an overall decrease in the forecasting precision. Therefore, a way to improve the current CPU estimator is to provide it with means to anticipate such spontaneous changes. For example, when running a batch or mixed workload, having information about the estimated remaining execution time of each task and the scheduler queue status could help in improving this aspect.

Each workload type requires different configuration parameters. A possible improvement could be to keep track, for each individual predictor, of the parameter value which would have maximised the CCC over a given number of CPU utilisation samples in the past. Based on this result, the configuration parameter value could be changed in real-time in order to adapt the predictors to the workload type of each individual VM.
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