Abstract—New computer architectures are being proposed and will be implanted in the next few years. A common trend to improve the system performance is to include some reconfigurable logic components into future multi-core chips. Several prototypes already exist but there still is a lack of support from the programming models, the compilers and the operating system.

Reconfigurable architectures enable a new execution model based on hardware accelerators. There have been several efforts in the last few years to extend the thread abstraction to include the characteristics of these new reconfigurable elements. However, since the thread abstraction was conceived to abstract the CPU, the inherent model is different from what hardware accelerators should expect.

In this paper we present a new way of managing hardware accelerators. We propose a new programming and execution model for hardware accelerators based on the processing unit abstraction. We study the relationship between hardware accelerators and the processor architecture, exploring the features that the new reconfigurable architectures should provide to the operating system. We also show how a prototype hardware accelerator achieves a 1.78x speed-up over the software implementation of the same functionality, out of a 41x potential speed-up, due to the data communication overhead. Finally we show our work on dynamic partial reconfiguration and how it enables using the processing unit abstraction to provide virtual reconfigurable logic.

I. INTRODUCTION

The Instruction Level Parallelism (ILP) current processors are able to exploit is reaching its limit. Therefore, computer architecture research has shifted to exploit new kinds of parallelism. For example, current Simultaneous Multi-Threading processors (SMT) try to exploit the existing Thread Level Parallelism (TLP) [1]. Following this trend, recent proposals suggest including additional computational elements besides the CPU. These components could be either additional processing units, as in the Cell processor designed by IBM, Sony and Toshiba [2], or reconfigurable logic, as in the Virtex-II Pro from Xilinx [3].

Currently, there is a lack of adequate support for these new computational paradigms from both the compilers and the operating system. There has been some work on extending the thread abstraction in order to support hardware accelerators [4]–[7], whether they are implemented as fixed hardware or as reconfigurable logic. However, the lack of convenient programming models and run-time support, still avoids hardware accelerators to be widely adopted.

As we will discuss, the inherent nature of reconfigurable logic accelerators does not make threads the most suitable abstraction. Since hardware accelerators are mainly implemented as processing elements, we propose using a different abstraction to expose them to user applications. We will introduce the processing unit to abstract hardware accelerators and we will show that it simplifies the management of hardware accelerators while reducing the area the reconfigurable logic consumes. We will also describe how mapping hardware accelerators into the application address space simplifies the programming model and allows the operating system to use the existing virtual memory mechanisms to implement virtual reconfigurable logic.

The rest of this paper is as follows: in section II we will analyze the existing work on the operating system for reconfigurable architectures. Later, in section III we will develop the benefits of using the processing unit abstraction to manage reconfigurable accelerators and we will describe how it can be used to implement virtual reconfigurable logic. In section IV, we will describe the target platform used for the experimental work. Section V will describe the experimental work which validates the ideas exposed on section III. It will also describe the interaction between hardware accelerators and other hardware components. In this section we will set the main guidelines to improve the design of hardware accelerators and we will study what facilities the computer architecture should provide to the operating system. We will also describe the experimental work on dynamic partial reconfiguration in current reconfigurable architectures. Finally, in section VI, we will draw some final conclusions.

II. RELATED WORK

Upcoming computer architectures will include additional computational elements besides one or more CPUs. Two likely possibilities currently exist. The first one is including additional processing elements, like in the Cell processor, and the second one is surrounding the cores with reconfigurable
logic, like in the Virtex-II Pro chip. Both approaches are not exclusive, and it is highly probable that future multi-core chips include reconfigurable logic as well as additional processing elements. Although our proposals can be applied to both alternatives, in the present paper we show them prototyped in the reconfigurable one.

A. Terminology

The literature on operating system support for reconfigurable architectures commonly uses the term reconfigurable hardware to make reference to reconfigurable logic, but this is not strictly correct. Reconfigurable hardware technologies, for example based on hybrid Hall effect ferromagnetic MOS devices [8] or dual-gate nanoscale transistors [9], are able to modify the behavior of hardware components on the flight, whereas reconfigurable logic ones, as Field Programmable Gate Arrays (FPGAs), are based on a fixed hardware which is able to implement different logic structures. Currently it is being researched how to implement reconfigurable logic devices using reconfigurable hardware [8], however, no reconfigurable hardware device is still commercially available. Therefore, for correctness, the term reconfigurable hardware is not used in this paper.

B. Hardware Threads and Hardware Tasks

To the best of our knowledge, most of the research on operating system support for reconfigurable logic has been based on the extension of the thread abstraction as representation of reconfigurable logic accelerators. Hardware accelerators are commonly used to replace a piece of code, and even a whole program, therefore, they are abstracted as hardware threads [4], [6] or hardware tasks [5], [7]. Both terms reference the same concept: an execution flow which runs on hardware accelerators. Although some authors make no difference between them [6], usually the term hardware thread refers to an execution flow that runs on one or more hardware accelerators but hardware task refers to a whole execution flow implemented in hardware. Due to this, scheduling has different meanings when talking about hardware threads or hardware tasks. For hardware threads, scheduling means sharing hardware accelerators among the different threads that use them, whereas for hardware tasks, it means sharing the reconfigurable logic among different hardware tasks. Despite the scheduling issue, a common analysis of the two approaches can be performed.

For the operating system, a thread is characterized by its state and its context. In the case of hardware threads and hardware tasks, the state indicates whether the thread is running, suspended or waiting for another thread to produce a result. Existing proposals force hardware accelerators to implement their state using a hardware thread interface. This interface includes several status and command registers, a state machine, which acts as a thread controller, and an interface

1Hardware thread on reconfigurable operating systems makes reference to a completely different concept from the one expressed on the computer architecture literature by this same term.

III. PROCESSING UNITS

Hardware accelerators implement a specific functionality, process some data and return the result. Typically, they implement registers or memory which are mapped into the physical address space. We propose to abstract them as processing units. This abstraction exposes hardware accelerators to user-level applications in an exokernel-like way [12]. Each processing unit represents a hardware accelerator. The operating system grants or denies the access of processes to the hardware accelerator and maps them into the process virtual address.
Fig. 1. An example of a memory mapped processing unit. In the process address space there is always present the memory containing the process code, data and the stack. Files and memory are usually mapped into the process address space, too. This mapping mechanism allows accessing to whatever hardware, for instance accelerators, using regular load/store instructions to certain memory addresses.

space. Then, applications have full access to the accelerator while the operating system guarantees that there will not be external interferences. Applications communicate with accelerators by means of the registers and memory implemented into the hardware accelerator. Both of them are accessible by virtual memory addresses, therefore regular load/store instructions are used to perform this communication.

In order to control which processes use the same hardware accelerator at the same time, the processing unit abstraction tracks the current owner. The abstraction includes access permission fields used to share an accelerator among different processes. Therefore, the owner of the accelerator can indicate to the operating system to which processes the access can be granted.

A prototype implementation of the processing unit abstraction has been implemented using the existing mapping mechanisms of an unmodified operating system. Figure 1 shows the hardware accelerator mapped into a user-level process, as any other memory region or file: mapping allocates a range of non-cacheable virtual memory addresses into the process address space and inserts the corresponding entries into the process page table. The process accesses to the accelerator registers and memory by reading and writing to the virtual addresses returned by the mapping operation and the Memory Management Unit (MMU) translates these virtual addresses to physical ones using the information provided by the page table.

Abstracting hardware accelerators as processing units provides a more flexible environment since it is not required to implement a defined status or a context, neither in hardware nor in software. Consequently, less logic is needed and, therefore, a better usage of the reconfigurable logic area is accomplished. But it remains possible to define a per-class standardized status register in such a way that similar hardware accelerators could be managed by the same code, like currently occurs for regular I/O devices.

A. Synchronization

Synchronization between the software and the hardware accelerators is necessary mainly:

- To start the computation into the accelerator when all the parameters have been sent.
- To read the return value when the accelerator has finished its computation.

As done on regular memory mapped devices, synchronization could be accomplished by means of polling or interrupts, depending on each specific implementation. Some bits in a register could share their meaning among hardware accelerators in such a way that the same synchronization code for all hardware accelerators is used and, therefore, generalization is not penalized.

Based on our experience of accelerators, we can propose a simplified synchronization mechanism by exploiting the usage of the load/store instructions that access the accelerator. Figure 2 shows how it works.

1) Store instructions (stw) communicate the input parameters to the accelerator. As soon as they are received, the accelerator starts computing the result.
2) A memory barrier instruction (eieio) ensures that the previous store will be executed before the next load.
3) A load instruction (ldw) gets the result from the accelerator. When the read request is received, the accelerator returns the result if it has been already computed. Otherwise, it delays sending the return value until it is ready.
4) A store instruction (to the same address used to get the return value) notifies the accelerator that it can overwrite the result with another computation.

Some interesting comments arise. First, store instructions are forwarded to memory during the commit stage [13]. Consequently, the input parameter is written into the accelerator
when there are no older instructions that could launch an exception or a branch misprediction that would flush the pipeline.

Second, the accelerator has to keep the result until the processor commits the load instruction. An interrupt or an exception could flush the pipeline and the load will be reissued, so if the accelerator releases the result previously, the user application would have not received the value. Therefore, it is necessary the last store instruction to release the result once the load has been committed.

There is at least one case where the computation could fail. If a hardware accelerator requires more than one input parameter, and the result depends on previous return values, and the computation starts each time an input parameter is written, then the result will not be correct. Several techniques, as check-pointing, can be used to solve this problem, however this is out of the scope of this paper.

As shown in figure 2, other independent instructions can be executed by the processor in parallel with the accelerator computation. Lots of opportunities arises for the compiler when using this synchronization mechanism, it could schedule independent instructions in between the load/store so the processor will exploit more ILP. We expect a leader role for the compiler on upcoming reconfigurable architectures. New generation compilers, as IMPACT, perform deep analysis and heavy transformations on data and code [14] that will enable the optimization of the interface and the communication between the processor and the accelerators using mechanisms as the previously described one.

B. Virtual Reconfigurable Logic

There is off the shelf reconfigurable logic, such as the Xilinx Virtex-II Pro, which allows dynamic partial reconfiguration, which means to reconfigure a certain region of logic while the rest of the hardware remains working [3]. Thanks to other work we have done extending the Linux kernel, partial reconfiguration is available for the first time to the operating system. We propose implementing virtual reconfigurable logic: hardware accelerators are loaded on demand into the reconfigurable logic. In the meantime, the logic could contain a different hardware accelerator used by another process.

Since hardware accelerators are mapped into the process address space, the operating system uses the virtual memory mechanisms to map, protect and access the virtual reconfigurable logic:

- When the process maps a hardware accelerator into its address space, the operating system adds the necessary entries into the page table to make it accessible to the process. These entries will be set as not present as long as the hardware accelerator has not been already loaded into the reconfigurable logic.
- The first time the process tries to access the accelerator, a page fault exception is launched. The operating system catches this exception, looks for the mapped processing device location, asks the loader to load the accelerator, marks the associated entries in the page table as present and, finally, returns the control to the processor, which will reissue the faulting instruction.
- If needed, the operating system could decide to unload the accelerator from the reconfigurable logic in order to load a new one. In this case, it marks again the corresponding entries in the page table as not present.

Several problems must be solved for the loading/unloading of hardware accelerators while they are used by a process [5], however this issue is out of the scope of this paper.

C. Processing Units vs Hardware Threads

There are several differences between processing units and hardware threads that make the first ones a more suitable abstraction to work with hardware accelerators. The required time to create the data structure representing a processing unit is expected to be shorter than the one for a hardware thread. As shown previously, few data is necessary to implement a processing unit, however, a hardware thread uses the same data fields than a regular software thread plus the necessary ones to represent the hardware. Therefore, less data should be initialized when creating a processing unit.

The synchronization in processing units is less complex than in hardware threads. While the first ones only require adding a store instruction, hardware threads impose implementing additional hardware, which consume logic area. Because of the additional hardware, the programming model is more complex when using hardware threads since the programmer has to explicitly use inter-thread synchronization primitives, like getting locks or releasing semaphores.

The processing unit abstraction facilitates the loading on-demand of hardware accelerators because it maps them into the process virtual address space. Therefore, it is the MMU which detects when an accelerator is not present. However, hardware threads must relay on software policies to ensure the presence of the accelerator before using it.

IV. EXPERIMENTAL ENVIRONMENTS

The Xilinx University Program Virtex-II Pro Development System [15] has been used as the target platform to develop all the experimental work. This board is based on a Virtex-II Pro chip which contains two PowerPC 405 cores [16] surrounded by an FPGA.

Measurements have been taken using the internal clock cycle counter provided by the PowerPC core [16]. The necessary instructions to read this counter are added right before and after the code that is being measured.

A. Hardware Accelerator Performance

The logic for measuring the performance of hardware accelerators, when the processing unit abstraction is used, has been created using the Xilinx Embedded Development Kit (EDK) 7.1 and the Xilinx ISE 7.1 tools. Figure 3 shows the base hardware configuration, which uses a single PowerPC core running at 100MHz and implements into the FPGA the necessary devices (interrupt controller, DDR interface or bus arbiters) and three buses (a Processor Local Bus (PLB), a On-Peripheral Bus
The hardware configuration used for testing partial reconfiguration is very similar to the previous one. The DDR controller has been removed, the \textit{dithering accelerator} has been replaced by a PRR and a \textit{Internal Configuration Access Port (ICAP)} component has been attached to the OPB. This configuration has been generated using the Xilinx EDK 6.3sp2 and a patched version, provided by Xilinx, of the Xilinx ISE 6.1sp3.

V. EXPERIMENTS AND RESULTS

In this section we experimentally measure the improvement achieved by using the \textit{processing unit} abstraction to use application-specific hardware accelerators. We also study current interconnection architectures used for communicating data between the main processor and hardware accelerators.

A. Experimental Work on Hardware Accelerators

A prototype application has been built to validate the \textit{processing unit} abstraction. It is based on the existing mapping functionality provided by most operating systems. This prototype is also used to explore the relationship between hardware accelerators and other hardware components, as the processor or the memory. This experimental study will allow us to set the necessary guidelines to improve the design of hardware accelerators and establish what functionalities the computer architecture and the compilers should include to provide a better support to future reconfigurable architectures.

\textit{Madplayer}, an MP3 player application, has been modified to use the \textit{stereo audio linear dithering} hardware accelerator, described in section IV, instead of the default software implementation. At initialization time, the application maps the hardware accelerator into its address space using the \texttt{mmap()} system call. As a result, a global pointer to the accelerator registers is obtained. This pointer is used later to write successive samples to the \textit{dithering} accelerator and to read the result. Before the application finishes, the \texttt{munmap()} system call is used to remove the accelerator from the application address space.

The \texttt{madplayer} application uses two nested loops to play a MP3 file:

- The outer loop reads one MP3 block from the file and decodes it. The decoding process writes the right channel samples into a buffer and the left channel samples into another one. This loop finishes when there are no more available MP3 blocks.
- The inner loop takes one sample from each buffer and applies the dithering processing to each one. This loop finishes when all the samples from the buffer have been processed.

The \textit{dithering accelerator} is used by the inner loop and replaces two function calls to \textit{original dithering} implementation. The number of CPU cycles consumed by the \textit{dithering accelerator} and the software implementation have been measured as explained on section IV.

An MP3 file, with a length of 10.2 seconds, has been used as input, producing a total 452,742 measurements. As shown in Table I, the average number of CPU clock cycles for each
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\caption{System architecture of the Virtex-II Pro used for performance measurements. A single PowerPC core is used and the other one is isolated. Devices requiring low latency on data transmission are connected to the PLB whereas the other ones are attached to the OPB. The \textit{VGA controller} is connected to the PLB and the DCR. The PLB connection allows accessing the device memory using regular load/store instructions and the DCR connection is used to work directly with the device registers. The \textit{dithering hardware accelerator} is connected to the PLB and its registers are mapped into the system physical address space.}
\end{figure}
sample is 457.68 for the hardware implementation and 506.76 cycles for the software one. There is a difference of about 49 cycles between both implementations, which means a 1.11x speed-up. This little difference is because memory accesses get the samples are included into the measurements. If the memory accesses are not included into the measured code, the average value becomes 191.04 for the hardware implementation and 340.02 for the software one. Now there is a difference of 149 cycles between both implementations, giving the hardware one a speed-up of 1.78x, which is still very far from the expected results.

The measurements presented in Table I show that accessing memory is more expensive when using hardware accelerators. The memory access costs 166.74 cycles for the software implementation while it costs 266.64 cycles when the hardware accelerator is used. The hardware implementation requires almost 100 more cycles to access to memory than the software implementation. The difference appears because in the software implementation the processor is able to overlap the memory-access latency with independent work. However, this scenario is not possible when using the hardware accelerator since the instructions that could be executed have been substituted by the accelerator. It is not possible for the operating system to hide this latency by scheduling another thread because its cost would be even higher.

### B. Interconnection of Hardware Accelerators and the CPU

Hardware accelerators are connected to the main processors using a bus in the current reconfigurable platform used for the prototype implementation. To the best of our knowledge, so do other reconfigurable architectures. Therefore, it makes sense to develop a further analysis of the collected data in order to evaluate the adequacy of bus architectures to interconnect hardware accelerators and the processor in the future multi-core chips.

Table II shows the average value and the typical deviation in number of cycles required by the accelerator into two columns. The first column considers the cost of accessing memory and the computation and the second one just considers the computation. If an interrupt arises while the processor is executing the measured code, the operating system takes control of the CPU in order to serve the incoming interrupt and, therefore, this measure will take a very high value. Consequently, the typical deviation is very high when all the data is considered. When memory accesses are included into the measured code, cache faults are also measured and the probability of arising an interrupt is higher. Therefore, in this case, the typical deviation takes a larger value.

To avoid the interferences of the operating system, a new statistical analysis has been done without considering those values that are higher than a certain threshold. This value is the typical deviation when all data is considered. Up to 115 values are omitted from the measurements that consider the cost of accessing memory and 73 are skipped from the data collected when measuring only the computation time. The average number of cycles for the computation decreases as a consequence of not considering extreme values. So does the typical deviation, but its value is still very far from zero. It means that the number of CPU cycles required to write the data to the accelerator, to perform the computation and to read the result is not stable. Figure 4 shows a window of the histogram of the number of CPU cycles consumed per call to the hardware accelerator that confirms the previous numerical analysis. Most calls require 172 cycles, other ones take values from 191 to 238 cycles. This high variability is explained by the bus architecture used to interconnect the hardware accelerator and the processor, which is inherently non deterministic. Therefore, such architectures are not suitable to be used on real-time systems.

Table II shows the average value, the typical deviation and the average plus the typical deviation calculated when all the data is considered.

### C. Lessons Learned on Hardware Accelerators

The experimental work has shown that the communication overhead is the important factor when using hardware accelerators. Current bus-based interconnection architectures introduce big latencies in data communication between the main processor and hardware accelerators and vice versa. Although
a hardware accelerator is able to reduce the computation time by a huge factor, this improvement is hidden by the data communication overhead.

In order to minimize this overhead, more than one functionality or more complex functionalities could be implemented into the hardware accelerators, so the computation time would be bigger or comparable to the communication time. However, in one hand, implementing more functionalities is not always possible for all applications, and sometimes, the added functionalities will execute in hardware as fast as in software. In the other hand, complex functionalities usually require a bigger amount of data, so the communication time will increase too. In this case it is possible to use techniques, such as burst transmission, which reduce the number of cycles per byte during the data communication.

The cost of accessing memory is higher when using hardware accelerators because the ILP the processor is able to exploit decreases. Compilers could separate memory accesses from the accelerator calls in order to expose more ILP to the main processor. Moreover, those accelerators that require big amounts of data will employ, when available, Direct Memory Access (DMA) to get the data.

Finally, the architecture should provide additional support to make feasible the use of accelerators that perform fast fine-grained computations, as the dithering accelerator used as an example in this work. It should be possible to have a point to point connection between the accelerator and the main processor and, at the same time, make it accessible using memory addresses. This would reduce the communication overhead associated to the bus architecture while all the advantages of the processing unit abstraction would remain. However, bus architectures can still be used to interconnect computation intensive hardware accelerators, but the compiler must be aware of their characteristics to rearrange the code in such a way that more ILP is exposed to the processor so the processor will be able to execute independent instructions while the data is being transmitted.

![Histogram of CPU cycles per invocation to the hardware accelerator](image)

**Fig. 4.** Histogram of the number of CPU cycles per call to the hardware accelerator only considering those values smaller than 240. It shows that most of the calls take the same amount of cycles, however there are considerable variations.

### D. Partial Reconfiguration

A prototype stand-alone application has been used to measure the cost of partial reconfiguration. In this prototype, the hardware configuration loaded at boot time has the first PRM already instantiated into the PRR and a stand-alone application loaded into the system Block Random Access Memory (BRAM). The application loads a partial bitstream from a compact flash and reconfigures the PRR using the ICAP component. The reconfiguration process is done in three stages:

1. A block of the partial bitstream is moved from the main memory to a buffer provided by the ICAP component.
2. The adequate instructions are sent to the ICAP component using its memory mapped command registers.
3. The ICAP performs the actual reconfiguration of the FPGA.

Reconfiguration time has been measured as explained on section IV. Each PRM has a total length of 112,640 bytes and it is sent to the ICAP in blocks of 4,096 bytes.

Table III shows the time consumed in each previously described stage. Again, the communication time dominates over the other two. Sending the data to the ICAP component takes 93.40% of the time while the FPGA reconfiguration takes 4.66%.

First, the experimental results show that partial reconfiguration requires communicating big blocks of data and the reconfiguration time is very small compared to the data communication time. Therefore, partial reconfiguration process will also benefit of using DMA techniques.

Second, the operating system scheduler must be aware of the high number of cycles required to perform the partial reconfiguration. Scheduling policies should avoid selecting a thread to run if it is currently using an accelerator that is not present. The operating system should pre-fetch the loading of accelerators that will be used by the following processes on the run queue. There are more issues related to the impact of partial reconfiguration over the operating system policies, however they are out of the scope of this paper.

### VI. Conclusions and Future Work

In this paper the processing unit abstraction for reconfigurable architectures has been introduced. It allows a direct access to hardware accelerators from user-level applications and provides a simple programming model at the same time that it improves the reconfigurable logic area usage. It has been described a prototype implementation based on mapping
hardware accelerators into application address space. The guidelines for integrating this abstraction into the operating system have been analyzed too.

The virtual reconfigurable logic concept has been also introduced. It is based on the processing unit abstraction, the virtual memory subsystem and the partial reconfigurability feature of current reconfigurable logic. It allows the loading and unloading of hardware accelerators on demand in a simple way and using well-known operating system mechanisms.

A prototype implementation of the processing unit abstraction has been also described using the madplayer application and a dithering accelerator. This prototype has been used to measure the improvement of using hardware accelerators with regard to a software implementation. The obtained measurements have shown that the hardware implementation produces an speed-up of 1.78x over the software one. However, the results are not as good as expected due to the overhead introduced by the data communication between the main processor and the accelerator. It has been also shown that memory accesses are more penalized when hardware accelerators are used because there is less amount of ILP the processor is able to exploit.

In order to take profit of all the benefits of reconfigurable architectures, hardware accelerators have to perform a big amount of computation when they are connected to the processor using a bus. The compiler must be also involved by reordering the code in such a way that the processor could execute instructions while the input data is being read and the accelerator is performing the computations. When big amounts of data are required as input for hardware accelerators, they should obtain the data using DMA in order to allow the processor to perform other work while the data is being transmitted. Again, the compiler will have a leading role to accomplish this task by ensuring that the processor will have instructions to execute while hardware accelerators are computing results. Finally, new interconnection architectures should be provided by the processor in order to allow using highly optimized hardware accelerators as the dithering one, where the computation has been extremely reduced.

There are still several open research issues on operating system support for reconfigurable architectures. We are working on synchronization for hardware accelerators with multiple input values which will result on a particular implementation. Also the Linux kernel is being modified to incorporate the processing unit abstraction. This will be used as a prototype platform to implement virtual reconfigurable logic and to solve the problems related to the loading and unloading of stateful hardware accelerators.

Reconfigurable architectures introduce new challenges to the compilers and the operating system, but it needs that the computer architecture implements new mechanisms in order to build a more flexible execution environment as well as to improve the system performance.
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